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ABSTRACT
Summarization of textual content has many applications, ranging
from summarizing long documents to recent efforts towards sum-
marizing user generated text (e.g., tweets, Facebook or Reddit posts).
Traditionally, the focus of summarization has been to generate sum-
maries which can best satisfy the readers. In this work, we look at
summarization of user-generated content as a two-sided problem
where satisfaction of both readers and authors is crucial. Through
three surveys, we show that for user-generated content, traditional
evaluation approach of measuring similarity between reference
summaries and algorithmic summaries cannot capture author satis-
faction. We propose an author satisfaction-based evaluation metric
CROSSEM which, we show empirically, can potentially complement
the current evaluation paradigm. We further propose the idea of in-
equality in satisfaction, to account for individual fairness amongst
readers and authors. To our knowledge, this is the first attempt
towards developing a fair summary evaluation framework for user
generated content, and is likely to spawn lot of future research in
this space.

CCS CONCEPTS
• Information systems→ Summarization; Evaluation of re-
trieval results.
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1 INTRODUCTION
Recent explosion in the amount of content available on internet has
necessitated algorithms which can automatically deliver accurate
summaries [12, 22]. A large body of prior research has focused on
summarizing (single) long documents such as news articles [1, 11].
However, in recent years, summarization has been increasingly
applied on different types of user generated content (e.g., tweets,
Reddit posts) [8, 24, 31, 35, 45, 49], where the task is to summarize
short, independent textual posts written by many authors [33].
There is a fundamental difference between these two summarization
tasks. In the latter case, the input text can contain a much wider
variety of opinions expressed by thousands of different authors,
compared to summarizing one or a small set of long documents.
Especially, if the posts are on a polarizing topic such as politics,
gender-related issues, religion, etc., then the posts can contain
mutually conflicting opinions, and it is natural to ask whether the
different opinions are fairly reflected in the summary [8].

The prevalent evaluation setup for text summarization involves
comparing the algorithmic summary (generated by a summarization
algorithm) with reference summaries (also known as gold-standard
summaries) written by human beings (whom we refer to as sum-
marizers), using standard evaluation measures like ROUGE [27].
These reference summaries act as proxy for what the eventual
readers would want from a summary, and thus, evaluation metrics
like ROUGE essentially attempt to capture reader satisfaction. An
algorithmic summary which is highly correlated with the human-
written summary is considered to be the best for the readers.

However, such reference summary based evaluation, if applied
in the context of summarizing user generated content, completely
ignores the authors whose opinions are being summarized. Sum-
marization provides visibility to the posts selected in the summary,
and multiple downstream applications relying on summarization
further increase the exposure. For example, Google News shows
a collection of tweets as part of the full coverage on a topic [21];
Library of Congress only stores a selection of tweets as part of
its Twitter Archive while emphasizing the importance of giving
voice to the common people [38]. Thus, summarization of user gen-
erated content is essentially a two-sided problem, and to be fair to
both sides, alongside reader satisfaction, author satisfaction also
needs to be considered. To this end, in this work, we propose a new
evaluation metric CROSSEM (CROwd Satisfaction-based Summary
Evaluation Metric) which attempts to capture author satisfaction,
and can nicely complement the existing evaluation paradigm.
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Topic Country Opinion
Group

Is the current economic condition of UK Remain
United Kingdom caused by Brexit ? Leave
Should Covid-19 vaccine be made USA Pro-vaccine
mandatory for everyone? Anti-vaccine
Do Indian IT companies prefer hiring India Male
female students over male students Female
during on-campus recruitment?

Table 1: We conducted three surveys on three controversial
topics with participants from the UK, USA and India.

Contributions:Wemake the following contributions in this paper:
•We design a novel survey (§2) where we first ask authors to write
their opinions on three topics, and get them summarized by human
summarizers as well as by summarization algorithms. While we
evaluate the algorithmic summaries using the human-written sum-
maries, we gauge author satisfaction by showing the algorithmic
summaries to the authors. We observe that reference summary
based evaluation is inadequate to capture author satisfaction.
• We propose an author satisfaction based evaluation metric
CROSSEM which we found to be highly correlated with author pro-
vided scores. Furthermore, to be fair to both readers and authors, we
propose a combination of ROUGE and CROSSEM, which can capture
both reader and author satisfaction.
•We further look into the individual fairness among readers and
authors, and propose extensions of ROUGE and CROSSEM which
consider inequality in satisfaction.
• To our knowledge, ours is the first work to consider summa-
rization of user generated content as a two-sided problem and the
fairness therein. While we focus on evaluating summaries, it should
spawn future works looking to produce two-sided fair summaries.
Related Works: Several recent works have focused on two-sided
notion of fairness for producers and consumers in recommenda-
tion [2, 3, 7, 32, 39, 40, 47, 48] and search systems [9, 15, 16]. In
this work, we introduce the idea of two-sided fairness during sum-
marization of user-generated content. Prior works have explored
summary evaluation in absence of reference summaries, albeit for
long documents [4, 5, 10, 29, 41–43]. While our proposal CROSSEM
is driven by similar idea, the motivation is from the fairness per-
spective. Moreover, a metric focusing on individual satisfaction is a
novel contribution in itself. Finally, while some approaches have
attempted to generate fair summaries [6, 8, 34], concerns have been
raised regarding the efficacy of the evaluation approaches [44]. The
current work is an attempt to bridge such gaps in the literature.

2 CAN REFERENCE SUMMARY BASED
EVALUATION SATISFY AUTHORS?

In this section, through surveys conducted with participants from
three different countries, we investigate whether reference sum-
mary based evaluation is sufficient to capture author satisfaction.

2.1 Survey setup
We chose three debatable topics to get responses from participants
having different opinions on them. Table 1 presents the details

about the surveys conducted with participants from UK, USA and
India. We used Prolific (www.prolific.co) for surveys on Brexit and
Vaccine. For each survey, we selected equal number of participants
belonging to two opinion groups, where the opinionswere extracted
based on their answers to a pre-screening question. For example,
for Brexit, 18 participants voted in favor of UK remaining in the
European Union (EU) and the other 18 voted in favour of UK leaving
EU. For Vaccine survey, participants had either positive or negative
attitude towards the covid vaccines. For Recruitment, we could
not use Prolific as the number of available respondents from India
were not adequate. Hence, we conducted the survey with final year
undergraduate students from an Indian University, who are seeking
jobs through on-campus placement interviews, and thus the topic
is very relevant to them.1 To get the perceptions of different gender
groups, 18 male and 18 female students were chosen for the survey.

For all three surveys, we followed the same course of action.
Each survey had three different phases; a diagrammatic view of the
same is shown in Figure 1.
Phase I: We ask 30 participants to write 6-8 sentences on a par-
ticular topic. We call these participants authors. From Phase I, we
receive a set of textual units written by authors for each topic.
Phase II: We then apply seven extractive summarization algo-
rithms – ClusterRank [17], DSDR [23], LexRank [13], LSA [20],
LUHN [30], SumBasic [37], SummaRuNNer-RNN [36] – on the tex-
tual units to obtain several algorithmic summaries. The prevailing
method to measure the goodness of algorithmic summaries is to
compare them with human written reference summaries. Thus, we
ask 6 additional participants (3 each from every opinion group) to
create summaries by selecting 10-12 most relevant textual units
(this process is known as extractive summarization). We call these
participants as summarizers. Using the reference summaries, we use
three different evaluation metrics ROUGE [27], BertScore [50] and
MoverScore [51] to rank different summarization algorithms. Table
2 shows ROUGE and BertScore between different algorithmic and
reference summaries for Vaccine survey. Results for MoverScore
and other surveys are omitted due to lack of space. Note that the
same approach can be easily extended to any evaluation metric
dependent on reference summaries.

2.2 Going back to the authors
The underlying motivation behind including the reference sum-
maries in the evaluation process is to assess how well an algorithm
generated summary would be useful to the readers. However, in
summarization of user generated content, alongside the readers,
authors are also important stakeholders. Considering them is es-
pecially relevant for polarizing topics, since authors of different
viewpoints would like their opinions to be reflected in the sum-
mary. Thus, rather than relying only on human summarizers with
unknown implicit biases, it might be a good idea to go back to
the authors to see how they perceive different algorithmic sum-
maries. Thus, in Phase III of the surveys, we showed 7 algorithmic

1The survey was conducted after taking appropriate institute permissions. All survey
participants were informed in advance of the motivation and purpose of the study,
and they voluntarily agreed to participate in the survey.

www.prolific.co
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Figure 1: Diagram representing the flow of the survey. Each
survey is conducted in three phases involving authors and
summarizers. Each phase in explained in detail in §2.

summaries back to the 30 authors, and asked them to rate each al-
gorithmic summary on a scale of [1 – 10]. Higher score is indicative
of higher satisfaction with the summary.

In Table 2, the Author column shows the average rating provided
by the authors to various algorithmic summaries and resultant rank-
ing of the algorithms. For Vaccine survey, it can be observed that
Author rankings are different from the rankings obtained through
ROUGE and BertScore. For example, SummaRNN achieves the high-
est ROUGE and BertScore; however, the authors seem to be most
satisfied with ClusterRank. We observed similar patterns for other
topics as well.

From these observations, we can conclude that the traditional
summary evaluationmetrics dependent on humanwritten reference
summaries are not able to capture author satisfaction. However, it is
not practical for the authors to explicitly provide their preferences
over different algorithmic summaries. Hence, we need an automated
approach to capture author satisfaction, which we discuss next.

3 AUTHOR SATISFACTION BASED METRIC
FOR SUMMARY EVALUATION

In this section, we propose a metrics named CROSSEM (CROwd
Satisfaction-based Summary EvaluationMetric) which can auto-
matically capture the satisfaction of authors.

3.1 Introducing CROSSEM
The underlying idea behind CROSSEM is that a good summary should
satisfy the members of the crowd who wrote the text (the authors).
We intuitively assume that an author will be satisfied if his/her opin-
ion (as expressed in the textual unit written by him/her) is included
in the summary. In other words, we propose to view a summa-
rization approach similar to an election process in a democratic
society. Here we consider the textual units to be the candidates in
the election, the authors are the voters, and the summary is the set
of elected candidates.

We assume that each author (voter) has a set of approved textual
units (candidates) that they would like to be included in the summary;
this is as if an author votes for a subset of the textual units. We

Method ROUGE BertScore Author
Rating Rank Rating Rank Rating Rank

Vaccine

ClusterRank 0.292 7 0.799 6 6.188 1
DSDR 0.307 6 0.791 7 6.186 2

LexRank 0.403 2 0.82 2 5.686 4
SummBasic 0.334 5 0.803 4 4.625 7

LSA 0.345 3 0.806 3 5.188 6
LUHN 0.335 4 0.803 4 5.688 3

SummaRNN 0.44 1 0.828 1 5.438 5
Table 2: Ranking of different algorithms based on ROUGE,
BertScore and Author Scores for Vaccine survey. Best scores
are highlighted in bold.

have a notion of ‘satisfaction’ of an author (discussed below), and
we propose to evaluate a summary based on how it captures the
satisfaction of all authors.2 With this underlying rationale, we now
formally define the author satisfaction-based summary evaluation.

Definition 1 (Author Satisfaction-Based Summary Evalu-
ation). Let T = {𝑡1, 𝑡2, . . . 𝑡𝑁 } be a set (universe) of textual units,
written by a set of authors A = {𝑎1, 𝑎2, . . . 𝑎𝑁 }, where 𝑡𝑖 ∈ T has
been written by 𝑎𝑖 ∈ A. A textual unit can be one post or one sentence.
Each author 𝑎𝑖 has an approved subset of textual units𝑉𝑖 ⊆ T which
he/she would like to see in the summary. Let |𝑉𝑖 | = 𝑙𝑖 . Every summa-
rization algorithm has as input T and an integer B (budget) which
denotes the maximum number of textual units that a summary can
contain, and it outputs a summary S ⊆ T with |S| ≤ B. The sum-

mary S would be evaluated based on
𝑁∑︁
𝑖=1

𝑠𝑎𝑡 (𝑎𝑖 ,S) where 𝑠𝑎𝑡 (𝑎𝑖 ,S)

is a measure of how satisfied the author 𝑎𝑖 is with the summary S.

In other words, the quality of a summary S will be measured
based on how well the summary optimizes the satisfaction of all the
authors. Our proposed metric CROSSEM quantifies such goodness
of a summary. Different versions of the metric can be defined, by
defining the satisfaction measure sat(𝑎𝑖 ,S) in various ways.

Definition 2. CROSSEM (semantic match-based satisfaction): Here
we compute the satisfaction of author 𝑎𝑖 based on the semantic simi-
larity between 𝑉𝑖 and S

𝑠𝑎𝑡𝑠 (𝑎𝑖 ,S) = 𝑠𝑖𝑚(𝑉𝑖 ,S) (1)
where 𝑠𝑖𝑚(𝑉𝑖 ,S) ∈ [0, 1] is a measure of the semantic similarity be-
tween two sets of textual units. CROSSEMmeasures the mean (average)
satisfaction of all authors for a given summary.

CROSSEM(S) = 1
𝑁

𝑁∑︁
𝑖=1

𝑠𝑎𝑡𝑠 (𝑎𝑖 ,S) (2)

The semantic similarity 𝑠𝑖𝑚(𝑉𝑖 ,S) can be measured in a wide
variety of ways. There is a long line of research on measuring the
semantic similarity between two pieces of text, ranging from TF-
IDF similarity, to using word embeddings and neural models [4, 5,
10, 28, 29, 41–43]. We use cosine similarity for our expermiments.

2We understand that, while summarizing crowdsourced text, it is impractical to assume
that each author will indicate an approved set of textual units. One easy alternative is
to assume that each author only approves the textual units they have written.
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Figure 2: (a) Spearman’s 𝜌 and (b) Kendall’s 𝜏 correlation co-
efficients computed between different summary evaluation
measures on Brexit, Vaccine and Recruitment surveys.

Two interesting points can be noted about CROSSEM:
(1) It can work in the absence of any reference summaries, thus can
be continuously observed in a real-world summarization setting.
(2) It can be used to evaluate both extractive and abstractive sum-
maries by suitably defining the similarity function. In the present
work, however, we are only considering extractive summarization.
Note that the values of CROSSEM are defined in the range [0.0, 1.0].

3.2 Can CROSSEM satisfy authors in reality?
We check the performance of CROSSEM on the data obtained from
three surveys, and compare with ROUGE, BertScore and Mover-
Score. To quantify the closeness of various metrics to author score,
we use Spearman’s [46] and Kendall’s [26] rank based correlation
coefficients. Figures 2(a) and 2(b) show the rank correlation of
average author scores with ROUGE, BertScore, MoverScore and
CROSSEM. It can be seen that all three reference summary based
metrics ROUGE, BertScore and MoverScore are negatively corre-
lated with author scores, while CROSSEM has positive correlation
with author scores across all three surveys, demonstrating that it
can act as a good proxy of author satisfaction.

3.3 Combining reader and author satisfaction
As mentioned earlier, the underlying rationale of having human-
generated reference summaries in the evaluation setup is to get
summaries that would be most helpful to the readers. Whereas,
the idea behind CROSSEM is to capture author satisfaction i.e., how
an author perceive a summary, whether it reflects their opinion
or not. We propose to look at summarization of user-generated
data as a two-sided problem where both readers and authors need
to be treated fairly. Thus, for a given algorithmic summary S, we
define CMRA (CombinedMetric for Readers and Authors) score as a
linear combination of ROUGE and CROSSEM as shown in equation 3.
𝑓 (𝑅𝑂𝑈𝐺𝐸 (S)) and 𝑓 (CROSSEM(S)) provides normalized ROUGE
and CROSSEM score respectively for given summary S.

CMRA(S) = α ∗ 𝑓 (𝑅𝑂𝑈𝐺𝐸 (S)) + (1 − α) ∗ 𝑓 (CROSSEM(S)) (3)
The value of α can be chosen depending on whether we want to
put more emphasis on reader satisfaction or author satisfaction,
the platform designer can set an appropriate value of α depending
on the task. Table 3 shows CMRA score obtained through a linear
combination of ROUGE and CROSSEM with α = 0.5. We can observe
that LUHN is the best algorithm when only author satisfaction
(CROSSEM) is considered; whereas LexRank serves as the best algo-
rithm when both readers’ and authors’ satisfactions are important.

Method CROSSEM CMRA α = 0.5 ROUGEg CROSSEMg

Vaccine

ClusterRank 0.183 0.872 0.161 0.198
DSDR 0.148 0.807 0.174 0.219

LexRank 0.167 0.944 0.06 0.135
SummBasic 0.15 0.883 0.11 0.227

LSA 0.132 0.848 0.089 0.138
LUHN 0.188 0.913 0.13 0.191

SummaRNN 0.163 0.931 0.098 0.145
Table 3: CROSSEM, CMRA with α = 0.5, ROUGEg and CROSSEMg
for Vaccine survey. Best scores are highlighted in bold.

3.4 Towards individual fairness
CROSSEM metric, for a given summary S, takes mean over
𝑠𝑎𝑡𝑠 (𝑎𝑖 ,S), it might lead to over-representation of one group. To
prevent dominance of one opinion, we propose to ensure individual
fairness among authors, where a summary would attempt to ensure
equal satisfaction of all authors. We use the gini index [19], origi-
nally proposed to compute income inequality, alongside CROSSEM
to capture inequality in author satisfaction.

CROSSEMg (S) =
∑𝑁
𝑖=1

∑𝑁
𝑗=1 |𝑠𝑎𝑡𝑠 (𝑎𝑖 ,S) − 𝑠𝑎𝑡𝑠 (𝑎 𝑗 ,S)|

2 · 𝑁 ·∑𝑁𝑗=1 𝑠𝑎𝑡𝑠 (𝑎 𝑗 ,S) (4)

Similar to authors, we can also think about individual fairness for
readers. Traditionally, an algorithmic summary S is compared with
multiple reference summaries 𝑅𝑖 and arithmetic mean over these
similarity scores is reported as the final ROUGE score. Multiple
prior works have revealed that evaluation based on human written
reference summaries is dependent on the choice of summarizers,
due to their (often implicit) biases [14, 18, 25]. Similar to CROSSEMg,
we can have ROUGE with gini index, as defined below.

ROUGEg (S) =
∑𝐾
𝑖=1

∑𝐾
𝑗=1 |𝑅𝑂𝑈𝐺𝐸 (𝑅𝑖 ,S) − 𝑅𝑂𝑈𝐺𝐸 (𝑅 𝑗 ,S)|

2 · 𝐾 ·∑𝐾𝑗=1 𝑅𝑂𝑈𝐺𝐸 (𝑅 𝑗 ,S)
(5)

Where 𝐾 is the number of summarizers and 𝑅𝑂𝑈𝐺𝐸 (𝑅𝑖 ,S) is
ROUGE score between reference summary 𝑅𝑖 and algorithmic sum-
mary S.

In Table 3, it can be observed when individual fairness among
reader (ROUGEg) and author (CROSSEMg) is considered, LexRank
proves to be the best algorithm; CMRA with α = 0.5 also reports
LexRank as the top rated algorithm. The results from Table 3 build
up the credibility of our combined metric CMRA. In equation 3, nor-
malized ROUGEg and CROSSEMg can be used instead of normalized
ROUGE and CROSSEM to account for individual fairness.

4 CONCLUSION
In this paper, we propose to consider fair summarization from read-
ers’ and authors’ perspectives. We propose an author satisfaction-
based novel evaluation measure (CROSSEM) which considers the au-
thor side. We further propose CMRA, a linear combination of ROUGE
and CROSSEM. To ensure individual fairness i.e., equal distribution
among authors and summarizers, we rely on inequality based in-
dex measure. In future, we plan to investigate more nuanced and
efficient methods of capturing authors’ preferences.
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