
Primal-Dual Formulation for 
Deep Learning with Constraints

Yatin Nandwani, Abhishek Pathak, Mausam and Parag Singla
Department of Computer Science and Engineering

Indian Institute of Technology Delhi



Deep Learning with Constraints

❖ Augmenting deep neural models ( DNN ) with Domain Knowledge 
( DK )

❖ Domain Knowledge expressed in the form of Constraints ( C )

➢ Learning with constraints: Learn DNN weights s.t. output 
satisfies constraints C
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Learning with Constraints: Motivation

➔ Why bother about learning with constraints over constrained 
inference?
◆ Inference time speed up
◆ Better performance, verified experimentally
◆ Tool to exploit unlabeled data
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Learning with Constraints: Motivation

➔ Why bother about learning with constraints over constrained inference?
◆ Inference time speed up
◆ Better performance, verified experimentally
◆ Tool to exploit unlabeled data

➔ Learning with constraints: A framework for directly solving 
constrained optimization problem, instead of an approximation: 
Based on Primal Dual Formulation.
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Learning with Constraints: Formulation
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Unconstrained Problem

Constrained Problem



 Equivalent To: 

Equivalent To: 

H(c)
Learning with Constraints: Reduce # Constraints
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Lagrangian

Learning with Constraints: Primal-Dual Formulation
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Primal Dual
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Derivative w.r.t. weights Derivative w.r.t. Lambda

Update eq. for weights Update eq. for Lambda

Learning with Constraints: Update Equations



Learning with Constraints: Training Algorithm
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Learning with Constraints: Experiments
 SRL
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Learning with Constraints: Experiments
 Typenet
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Learning with Constraints: Experiments
 NER



Thank You!


