High-Accuracy Detection of Early Parkinson's Disease through Multimodal Features and Machine Learning
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Abstract

Early (or preclinical) diagnosis of Parkinson’s disease (PD) is crucial for its early management as by the time manifestation of clinical symptoms occur, more than 60% of the dopaminergic neurons have already been lost. It is now established that there exists a premotor stage, before the start of these classic motor symptoms, characterized by a constellation of clinical features, mostly non-motor in nature such as Rapid Eye Movement (REM) sleep Behaviour Disorder (RBD) and olfactory loss. In this paper, we use the non-motor features of RBD and olfactory loss, along with other significant biomarkers such as Cerebrospinal fluid (CSF) measurements and dopaminergic imaging markers from 183 healthy normal and 401 early PD subjects, as obtained from the Parkinson’s Progression Markers Initiative (PPMI) database, to classify early PD subjects from normal using Naïve Bayes, Support Vector Machine (SVM), Boosted Trees and Random Forests classifiers. We observe that SVM classifier gave the best performance (96.40% accuracy, 97.03% sensitivity, 95.01% specificity, and 98.88% area under ROC). We infer from the study that a combination of non-motor, CSF and imaging markers may aid in preclinical diagnosis of PD.
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1. Introduction

Parkinson's disease (PD) is a progressive neurodegenerative disorder immensely affecting the quality of lives of millions of people worldwide [1]. It is caused by the loss of dopaminergic neurons in the substantia nigra and due to which there is substantial decrease of dopamine content in the striatum, and the amount of dopamine transporters. The clinical diagnosis of PD is based on the presence of four cardinal motor symptoms which are tremor at rest, rigidity, bradykinesia and postural instability. These symptoms start appearing only when there is substantial reduction of about 60% of dopaminergic neurons (or about 80% reduction in the dopamine concentration in the putamen) [1, 2]. As of now, there is only symptomatic treatment available for PD and initiation of treatment at a later stage is of little help as the deterioration becomes extensive. Hence, early detection of PD is crucial for early management and for allowing neuroprotective strategies, to be administered earlier in the disease process, when available.

It is now established that there exists a time-span called the premotor or prodromal phase in PD, which lasts at least for 5 years and possibly for 20 years, between the onset of neurodegeneration and manifestation of classic clinical motor symptoms [3]. During this phase, the subject mostly shows non-motor symptoms such as Rapid Eye Movement (REM) sleep Behavior Disorder (RBD) and olfactory loss. However, none of these symptoms carry sufficient sensitivity that can be used for screening. In this case, they may be used in conjunction with other potential biomarkers such as Cerebrospinal fluid (CSF) measurements and dopamine transporter imaging for identifying subjects (or population) at risk of PD [3-5]. A brief description of these features is given below:

1.1 Non-motor features

Non-motor features affect the quality of life equally or more than the motor features in PD. Among these non-motor features, hyposmia (olfactory dysfunction) and RBD are the most common ones. Studies have shown that profound olfactory deficits in the form of impairments in odor detection, differentiation, and identification are observed at the earliest clinical stage of PD indicating that olfactory dysfunction is a prodromal or
preclinical sign [6]. Ponsen et al. performed a study on a cohort of 361 asymptomatic relatives of PD patients, and observed that idiopathic olfactory dysfunction is associated with an increased risk of developing PD of at least 10% [6].

RBD is another non-motor symptom which often antedates a neurodegenerative disorders such as PD [7]. It is a disturbance associated with sleep and is characterized by vivid, aggressive or action-packed dreams, dream enacting behaviours such as shouting, punching, and loss of normal REM-sleep muscle atonia [7]. Studies show that subjects diagnosed with RBD are at high risk of developing neurodegenerative diseases, most importantly PD [7, 8]. Postuma et al. performed a clinical follow-up study for 12 years on 93 subjects with RBD, and observed that over this period, 26 (28%) developed neurodegenerative disorders of which 14 (15%) were PD. From this study, they also estimated the 5-year risk, 10-year risk and 12-year risk of neurodegenerative disease in idiopathic RBD as 17.7%, 40.6% and 52.4% respectively [8].

1.2 Cerebrospinal fluid (CSF) markers

CSF markers of amyloid beta peptide 1-42 (Aβ1-42), total tau (T-tau), tau phosphorylated at threonine 181 (P-tau181) and α-synuclein (α-Syn) are now widely researched biomarkers for the diagnosis of neurodegenerative disorders [9]. CSF have the advantage that they are more accessible, less costly than imaging, reflect metabolic and pathological states of the central nervous system (CNS) more directly than any other body fluids [10]. Recent studies have shown that CSF markers hold promise in detecting PD, but they are still in early stages of development [2]. For instance, Kang et al. performed a study with 63 early PD and 39 healthy normal subjects from the Parkinson's Progression Markers Initiative (PPMI) database, and observed a significant decrease in levels of Aβ1-42, T-tau, P-tau181, α-Syn and T-tau/Aβ1-42 in PD as compared to healthy normal indicating their prognostic and diagnostic potential in early-stage PD [11]. However, they also observed that the diagnostic utility of these CSF markers is low as the area under the ROC curve (AUC) were less than 80% and that a combination with other significant biomarkers is likely to improve diagnostic accuracy.
1.3 Neuroimaging markers

Dopamine transporter imaging using Single Photon Emission Computed Tomography (SPECT) is becoming a routine use at least in cases where there is diagnostic uncertainty with regard to neurodegenerative parkinsonism [2]. An abnormal imaging strongly supports a diagnosis of PD or other neurodegenerative striatonigral disease, while a normal scan for a patient with symptoms is suggestive of a diagnosis other than neurodegenerative parkinsonism [2]. Studies have demonstrated that SPECT has potential to depict dopaminergic transporter (DAT) loss, even in the subclinical stages of PD [2, 12]. For instance, SPECT imaging have shown dopamine transporter reduction in subjects without PD but with hyposmia and RBD which are considered to very common premotor or preclinical symptoms in PD. Berendse and Ponsen [13] in their study observed that 4 out of 25 hyposmic relatives of PD showed subclinical reductions in dopamine transporter binding as depicted in their SPECT scans, and two of whom subsequently developed clinical parkinsonism, and none of the 23 normosmic (normal olfactory function) relatives of PD showed abnormal SPECT scans. In another study by Stiasny-Kolster et al., they observed that 3 out of 11 patients with ‘idiopathic’ clinical RBD showed reduced striatal DAT binding, and one of these had clinical parkinsonism [4].

There are studies which use these features to classify subjects as early PD and healthy normal [11, 14-22]. [14] performed smell identification tests using culturally adapted translations of the University of Pennsylvania Smell Identification Test (UPSIT) and Sniffin’ Sticks (SS) test in 106 PD and 118 normal subjects. They observed the following performance measures using logistic regression for classification. Using SS test: 85.3% accuracy, 81.1% sensitivity and 89% specificity; and using UPSIT: 82.8% accuracy, 82.1% sensitivity and 83.5% specificity. [15] improved the same study by including more subjects, from 193 PD and 157 normal subjects, and using logistic regression, they observed an enhanced classification accuracy with both SS test and UPSIT with highest performance obtained with the SS test as 88.4% accuracy, 90.4% sensitivity and 85.5 % specificity. [16] used non-motor features such as cognitive impairment, psychiatric complications, autonomic dysfunction or sleep disturbance, from 410 PD patients, to classify subjects based on disease severity as mild, moderate and severe, and they obtained classification accuracies in the range of 72%–92%. [11] used Cerebrospinal Fluid (CSF) measurements from 63 early PD and 39 healthy normal and observed that these measures were statistically significant but showed a low diagnostic
utility as the area under the ROC (AUC) was less than 0.8 for PD diagnosis. [17] used 123I-Ioflupane (DaTSCAN™, GE Healthcare; also known as [123I]FP-CIT) SPECT scan data from 79 patients with parkinsonism (PS) and 37 non-PS subjects (which is not the healthy normal group and instead it represent subjects with non-PS conditions like essential tremor that shows normal SPECT scans), and obtained a classification accuracy of 94.8% with 93.7% sensitivity and 97.3% specificity using Naïve Bayes classifier. [18] also used SPECT scan data from 95 PD and 94 normal subjects and obtained a maximum accuracy of 94.7%, sensitivity 93.7% and specificity 95.7% using an approach based on partial least squares and support vector machine (SVM). [19] used SPECT scan data from 108 PS and 100 normal subjects and using SVM classifier obtained a sensitivity of 89.02%, specificity as 93.21% and area under the ROC curve (AUC) as 96.81% for classification. [20] used Striatal Binding Ratio (SBR) values from SPECT imaging corresponding to 369 early PD and 179 normal subjects from the PPMI database and obtained a maximum classification accuracy of 96.14% using SVM. [21] carried out speech analysis to extract features for classification between speech symptom severity levels using SVM. They obtained accuracy between 85%–92% with average AUC around 91%. [22] carry out detection of Parkinson’s disease (PD) from speech signal measurements using machine learning techniques such as logistic regression, SVM, ensemble methods etc. The data used for the study consisted of 31 normal and 23 PD subjects. They obtain encouraging results. However, these studies had the limitation that none of these studies used a combination of features for performing the classification or had small sample size.

In this paper, we use a combination of non-motor features of RBD and olfactory loss, CSF measurements and SPECT imaging markers, obtained from the PPMI [9] database, to develop diagnostic models to classify subjects into early PD and healthy normal, using Naïve Bayes, SVM, Boosted trees and Random forests classifiers, which may aid in the early diagnosis of PD.

2. Materials and Methods

2.1 Database

The data used in the study were from the Parkinson's Progression Markers Initiative (PPMI) database (http://www.ppmi-info.org/data). For up-to-date information, please visit http://www.ppmi-info.org. The PPMI [9] is a landmark, large-scale, comprehensive,
observational, international, multi-center study that recruits *de novo* (early-untreated) PD patients and age-matched healthy normal subjects to identify PD progression biomarkers.

We use the University of Pennsylvania Smell Identification Test (UPSIT) data which evaluates olfactory dysfunction, RBD screening questionnaire (RBDSQ) which reflects RBD characteristics, CSF markers of Aβ1-42, α-syn, P-tau181, T-tau, T-tau/Aβ1-42, P-tau181/Aβ1-42 and P-tau181/T-tau, and SPECT measurements of striatal binding ratio (SBR) data from the PPMI database for our study. A brief description of these features is given in Section 2.3.

### 2.2 Cohort details

PPMI is a longitudinal study where subjects undergo a comprehensive longitudinal follow-up schedule of clinical, imaging and biospecimen (CSF) assessments. The number of normal subjects is 183 and the number of early PD patients is 401, in this study. All the PD subjects are in their early phase i.e., in stage 1 or 2 in the Hoehn and Yahr scale [23] with mean as 1.56 ± 0.50.

### 2.3 Feature description

#### 2.3.1 University of Pennsylvania Smell Identification Test (UPSIT)

The 40-item UPSIT [24] is one of the most reliable (test-retest *r* = 0.94), accurate and widely used smell identification tests available. It consists of four booklets and each booklet contains 10 pages with each page containing a different odor in a plastic microcapsule. The subject scrapes the strip with a pencil, which releases the odor, and then identifies the smell and marks an option from the four choices in the page that best describes the odor. The maximum score from the test can be 40 when all the odors are correctly identified.

#### 2.3.2 REM sleep Behavior Disorder Screening Questionnaire (RBDSQ)

RBDSQ is a specific screening questionnaire for RBD, developed by Stiasny-Kolster et al. [25], assessing the most prominent clinical features of RBD. Researchers have studied the utility of RBDSQ and observed that it performed with high sensitivity and reasonable specificity [25, 26]. RBDSQ consists of a set of questions which is answered with a 'yes' (1) or 'no' (0) response. We use the total score from first nine items which can give be a maximum of 12. Higher scores indicate the higher chances of having the disorder.
2.3.3 Biomarkers from Cerebrospinal fluid (CSF)

CSF samples at PPMI were collected as per the PPMI Research Biomarkers Laboratory Manual (Biologics Manual, http://www.ppmi-info.org/study-design/research-documents-and-sops/) and the measurements of \(\text{A}\beta_{1-42}, \text{T-tau} \) and \(\text{P-tau}_{181}\) were measured using the research-use-only multiplex xMAP Luminex platform and Innogenetics immunoassay kits (Innogenetics/Fujirebio, Ghent, Belgium), as described in [27]. The concentration of \(\alpha\)-Syn in CSF samples collected for PPMI were measured with an ELISA assay available commercially from Covance (cat # SIG-38974-kit).

In a study by Kang et al. [11], they indicate that ratios of these measurements might also be helpful. Hence, along with these features, we also compute features in the form of ratios which are \(\text{T-tau}/\text{A}\beta_{1-42}, \text{P-tau}_{181}/\text{A}\beta_{1-42}\) and \(\text{P-tau}_{181}/\text{T-tau}\) for the study.

2.3.4 Striatal Binding Ratio (SBR) from SPECT imaging

SPECT imaging using 123I-Ioflupane was acquired at PPMI imaging centers as per the PPMI imaging protocol (SPECT Manual, http://www.ppmi-info.org/study-design/research-documents-and-sops/) and sent to Institute of Neurodegenerative Disorders at New Haven, CT, USA for processing and calculation of striatal binding ratios (SBRs). For calculating SBR for each striatal region (left and right caudate, the left and right putamen), regions of interest (ROI) were placed on these areas, and the occipital cortex (as the reference region) to extract the count densities for each of these regions (http://www.ppmi-info.org/wp-content/uploads/2013/06/Seibyl-PPMI-MDS-2013-Sydney__sjl.pdf). SBR was then calculated using the formula: \(\text{SBR} = (\text{striatal region} / \text{reference region}) - 1\).

2.4 Statistical Analysis of features

A flowchart of the proposed analysis is shown in Fig. 1. We create box plots (Fig. 2) for each feature to visualize its spread and distribution between normal and early PD groups. These box plots show that most of the features are discriminatory. All the features were statistically analyzed for significance using Wilcoxon rank sum test. The means and standard deviations of the features for these two groups are shown in Table 1. We used the Statistics toolbox in MATLAB to perform the test. Only statistically significant features (\(p\)-value < 0.05) were used for classification.
Fig. 1. Flowchart of the proposed analysis
Fig. 2. Box plot of (a) RBDSQ score, (b) UPSIT score, (c) Aβ1-42, (d) α- Syn, (e) P-tau181, (f) T-tau, (g) T-tau/Aβ1-42, (h) P-tau181/T-tau, (j) SBR_{RC}, (k) SBR_{LC}, (l) SBR_{RP}, and (m) SBR_{LP}, for normal and early PD population.

2.5 Classification of early PD and healthy normal using automated predictive models

A brief description of classifiers used in the study is given in the online appendix (supplementary document). Let the training data observations be represented as $\mathbf{x}_i \in \mathbb{R}^m, i = 1, \ldots, n$ where $m$ is the number of features and $n$ is the number of observations used for training, and the class label be represented as $y_i$ such that $y_i \in \{0,1\}$ where '0' and '1' represent the classes, early PD and healthy normal respectively. We used LIBSVM [28] library for classification using SVM [28, 29], Statistics Toolbox in MATLAB for classification using Naïve Bayes [30], Logistic Regression [30], Boosted Trees [31] and Random Forests [32].

About the choice of different classifiers, it is important to bear in mind that there’s no one algorithm that’s always better than others. This is as per the “No free lunch theorem” [33]. Therefore, one has to try with different set of classifiers and choose the best one. In our study, we have used and compared both, simple (Naïve Bayes and logistic regression) and advanced (SVM, random forests and boosted trees) classifiers. Naïve Bayes and logistic regression
come under the category of linear classifiers. Naïve Bayes has the advantage that even if the conditional independence condition of features is not met, it works quite well in many real-world situations. It requires a small amount of training data to estimate the necessary parameters and can be extremely fast compared to more sophisticated methods. Logistic regression is another linear classification technique with the advantage that it gives probabilistic outputs, unlike SVM or more advanced methods. SVM using the radial basis function kernel, boosted trees and random forests are more sophisticated non-linear classification techniques which can easily handle problems which are not linearly-separable. SVM is fast as compared to boosted trees and random forests, but has more parameters to tune and requires normalization of data. Ensemble techniques such as random forests and boosted trees are robust, gives higher accuracy in most cases, requires no normalization, are immune to collinearity, and generates quite good error approximation and are also useful in feature importance ranking. But it is slower than trivial methods like the Naïve Bayes.

We divide the dataset in such a way that 70% is used for training and the rest 30% is used for testing. This partitioning is stratified, i.e., both the sets have same class proportions as in the input. And we repeat this procedure 100 times creating different training and testing sets. We compute the accuracy, sensitivity and specificity for these 100 iterations and take the average which is shown in Table 2.

A unique property of 'Random Forests' is that drawing \( n \) out of \( n \) observations with replacement omits on average 37% of observations for each decision tree. These are 'out-of-bag' observations, and they can be used to estimate feature importance and predictive power. Out-of-bag estimates of feature importance can be obtained by randomly permuting out-of-bag data across one feature at a time and estimating the increase in the out-of-bag error due to this permutation. Larger the increase, higher the importance of the feature. Out-of-bag error is estimated by comparing out-of-bag predicted responses and the observed responses for all observations used for training.

3. Results and Discussion

Table 1 shows the mean values and standard deviations of features, along with their values of \( z \)-statistic and \( p \)-value based on Wilcoxon rank sum test, for normal and early PD groups.
Table 1. Mean values and standard deviations of features for normal and early PD groups.

<table>
<thead>
<tr>
<th>Features</th>
<th>Normal (n₁ = 183)</th>
<th>Early PD (n₂ = 401)</th>
<th>z-statistic</th>
<th>p-value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>RBDSQ score</td>
<td>2.60 ± 2.09</td>
<td>3.26 ± 2.67</td>
<td>-2.42</td>
<td>0.016</td>
</tr>
<tr>
<td>UPSIT score</td>
<td>34.08 ± 4.74</td>
<td>22.22 ± 8.23</td>
<td>15.21</td>
<td>≈ 0</td>
</tr>
<tr>
<td>Aβ₁-42</td>
<td>376.17 ± 109.65</td>
<td>372.73 ± 99.35</td>
<td>0.66</td>
<td>0.501</td>
</tr>
<tr>
<td>α-Syn</td>
<td>2197.9 ± 1085.1</td>
<td>1856.6 ± 795.1</td>
<td>3.45</td>
<td>≈ 0</td>
</tr>
<tr>
<td>P-tau₁₈₁</td>
<td>17.98 ± 11.23</td>
<td>15.82 ± 10.20</td>
<td>3.04</td>
<td>0.002</td>
</tr>
<tr>
<td>T-tau</td>
<td>52.47 ± 27.10</td>
<td>45.08 ± 18.53</td>
<td>3.05</td>
<td>0.002</td>
</tr>
<tr>
<td>T-tau / Aβ₁-42</td>
<td>0.16 ± 0.19</td>
<td>0.13 ± 0.07</td>
<td>2.28</td>
<td>0.023</td>
</tr>
<tr>
<td>P-tau₁₈₁/ Aβ₁-42</td>
<td>0.05 ± 0.06</td>
<td>0.04 ± 0.03</td>
<td>2.33</td>
<td>0.020</td>
</tr>
<tr>
<td>P-tau₁₈₁/ T-tau</td>
<td>0.37 ± 0.19</td>
<td>0.37 ± 0.22</td>
<td>0.34</td>
<td>0.737</td>
</tr>
<tr>
<td>SBR₉₆₀</td>
<td>2.95 ± 0.62</td>
<td>1.99 ± 0.60</td>
<td>14.52</td>
<td>≈ 0</td>
</tr>
<tr>
<td>SBR₉₋₆₀</td>
<td>3.00 ± 0.65</td>
<td>2.00 ± 0.60</td>
<td>14.65</td>
<td>≈ 0</td>
</tr>
<tr>
<td>SBR₉₋₆₀</td>
<td>2.15 ± 0.57</td>
<td>0.84 ± 0.36</td>
<td>18.31</td>
<td>≈ 0</td>
</tr>
<tr>
<td>SBR₉₋₆₀</td>
<td>2.13 ± 0.57</td>
<td>0.81 ± 0.36</td>
<td>18.45</td>
<td>≈ 0</td>
</tr>
</tbody>
</table>

RBDSQ: REM sleep behavior disorder screening questionnaire; UPSIT: University of Pennsylvania smell identification test; Aβ₁-42: amyloid beta (1-42); α-Syn: α-synuclein; P-tau₁₈₁: tau phosphorylated at threonine 181; T-tau: total tau; SBR₉₆₀, SBR₉₋₆₀, SBR₉₋₆₀: Striatal binding ratios of the four striatal regions, namely right caudate, left caudate, right putamen and left putamen.

*p-value <<0.01 is shown as ≈ 0. z-statistic and p-value are based on Wilcoxon rank sum test.

Our intention was to use only the statistically significant (p-value<0.05) features for classification modeling. We observed that 2 out of 13 features (Aβ₁-42 and P-tau₁₈₁/ T-tau ratio) were not statistically significant and hence, were not used in classification modeling.

Our basis of using this testing is from a representative study [34] which suggests that incorporation of external (clinical) information for predictor selection is important for better stability and quality of prognostic models. Kang et al. [11] also observed that these two features had a very low significance value.

The features that were observed to be significant (p-value < 0.05) are: RBDSQ score, UPSIT score, α-Syn, P-tau₁₈₁, T-tau, T-tau / Aβ₁-42, P-tau₁₈₁/ Aβ₁-42, SBR₉₆₀, SBR₉₋₆₀, SBR₉₋₆₀ and SBR₉₋₆₀. These features were used subsequently to perform classification.
Table 2 shows the performances of classifiers used in the study. Fig. 3 shows their ROC plots. The SVM parameters of $C$ and $\gamma$ for the RBF kernel were obtained using 10-fold cross validation as 512 and 0.0625 respectively. The number of trees in the Boosted trees model and Random forests are selected through 10-fold cross validation. Fig. 4 shows the plot of 10-fold cross validation (CV) error and the number of trees for Boosted trees (Fig. 4(a)) and Random forests (Fig. 4(b)). Based on these plots, the number of trees for Boosted trees model is chosen as 250, and the number of trees for Random forests is chosen as 100 as this is the point of low CV error and/or out-of-bag (oob) error. The minimum node size for boosted trees in such that each parent node has number of training observations and each child node (leaf) has at least half the number of training observations, and the minimum node size for Random forests is such that each parent node has at least 2 observations and each child node (leaf) has at least 1 observation.

Table 2. Performance measures for various classifiers used in the study

<table>
<thead>
<tr>
<th>Performance measures</th>
<th>Naïve Bayes</th>
<th>Logistic Regression</th>
<th>Boosted Trees</th>
<th>Random Forests</th>
<th>SVM</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Training</td>
<td>Testing</td>
<td>Training</td>
<td>Testing</td>
<td>Training</td>
</tr>
<tr>
<td>Accuracy (%)</td>
<td>94.67 ± 0.59</td>
<td>93.12 ± 1.49</td>
<td>96.50 ± 0.60</td>
<td>95.63 ± 1.21</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>96.50 ± 0.60</td>
<td>95.63 ± 1.21</td>
<td>100 ± 0</td>
<td>95.08 ± 1.26</td>
<td>99.99</td>
</tr>
<tr>
<td></td>
<td>95.07 ± 0.68</td>
<td>93.52 ± 2.19</td>
<td>94.56 ± 0.54</td>
<td>93.26 ± 1.55</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>95.07 ± 0.68</td>
<td>93.52 ± 2.19</td>
<td>100 ± 0</td>
<td>92.90 ± 1.72</td>
<td>99.99</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>94.56 ± 1.00</td>
<td>93.26 ± 2.82</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.23 ± 3.74</td>
<td>100</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
<tr>
<td></td>
<td>98.66 ± 0.97</td>
<td>96.77 ± 3.17</td>
<td>100 ± 0</td>
<td>98.40 ± 3.60</td>
<td>99.27</td>
</tr>
</tbody>
</table>
We observe that all the classifiers performed reasonably well with SVM giving the best performance with 96.40% accuracy and 98.88% area under the ROC (AUC). We also observe very low standard deviations (SD) for the performance measures which show that the selection of data for training and testing had low impact on the performance of the classifiers. Fig. 5 shows the plot of feature importance scores as obtained from Random forests. The
order of importance of the features is obtained as: $\text{SBR}_{LP} > \text{SBR}_{RP} > \text{UPSIT Score} > \text{SBR}_{LC} > \text{SBR}_{RC} > \tau - \text{tau} / \alpha - \text{Syn} > \text{P-tau}_{181} > \text{P-tau}_{181} / \text{A} \beta_{1-42} > \tau - \text{tau}$.

![Graph](image)

(a) Plot of 10-fold cross validation (CV) error of Boosted Trees classifier with number of trees. (b) Plot of 10-fold CV error and out of bag (oob) error of Random forest classifier with number of trees.

In comparison to the related works [11, 14-20], all of them used features which are either non-motor features or CSF measurements or dopaminergic imaging markers, but none of them involved combination of premotor features with CSF and imaging markers for the detection of PD. In our study, we use combination of these three entities to perform classification and observe an enhanced accuracy in classifying early PD from healthy normal.
This paper extends the work in [11] where they use only CSF measurements and observe that although the measurements showed a significant decrease, they had a low diagnostic utility (AUC <0.8). Although we obtain higher accuracies as compared to related works, it should be noted that the dataset used is different from the other studies.

From Fig. 5, it is observed that among all the features the imaging markers of SBR's for left and right putamen had higher importance than the other features. This indicates that dopaminergic imaging shows higher discriminatory power as compared to other features. The putaminal SBR had higher scores than the caudal SBR which is consistent with previous reports [2, 20, 35, 36]. The feature importance was followed by the UPSIT score and then the CSF measurements of T-tau/\( \alpha \)-1-42, \( \alpha \)-Syn, P-tau\(_{181} \), P-tau\(_{181} \)/\( \alpha \)-1-42 and T-tau.

A limitation of this study is that the analysis involved early stage (Hoehn and Yahr scale of 1 and 2) PD patients and age-matched healthy normal, and not any premotor PD subjects (subjects who is at risk of PD but not diagnosed as PD due to absence of classic motor symptoms). But the present study is a promising first step towards that long-term goal.

![Plot of importance scores for features. Abbreviations are as given in Table 1. Only statistically significant (Table 1) features which were used for classification are shown.](image)

### 3.1 Statistical Comparison of the classifiers

We carry out of one-way ANOVA followed by post hoc tests using Tukey-Kramer method for multiple comparison analysis to determine which pairs of means are significant and which are not [37]. The figure below (Fig. 6) shows various plots obtained. In each graph, the mean of the classifier performance measure is represented by the ‘circle’ symbol and an interval (95% confidence interval) around the symbol. Two means are significantly different if their intervals are disjoint, and are not significantly different if their intervals overlap. From these
plots, we observe the following: SVM performed the best in accuracy, SVM and Logistic regression performed best in AUC, Random forests and SVM performed best in sensitivity, and SVM performed best in specificity. Therefore, it is explicit that SVM model is giving best results among all and can represent the state-of-art for the PD detection problem.

Fig. 6. Statistical comparison of the classifier performance measures using multiple comparison tests (a) Accuracy, (b) Area under ROC (AUC), (c) Sensitivity, and (d) Specificity. Note: LR, NB, SVM, BT, and RF represent Logistic Regression, Naïve Bayes, Support Vector Machine, Boosted Trees and Random Forests, respectively.
4. Conclusion

Early (or preclinical) diagnosis of PD is important to allow neuroprotective and early management strategies to be administered prior in the disease process. In this work, we use the preclinical markers of non-motor features of RBD and olfactory loss, CSF measurements, and dopaminergic imaging features to perform classification into early PD and healthy normal. We observe that using SVM produced a near perfect classification. The contributions from this study are the following: We perform an extension to the work as carried out by Kang et al. where they used CSF measurements and observed a low diagnostic utility. In this work, we use other relevant and significant features corresponding to non-motor and imaging markers and obtain a superior accuracy. We also obtain superior performance in classification as compared to related works. We infer from the study that a combination of non-motor, CSF and dopaminergic imaging measurements have the potential to discriminate early PD from healthy normal and may help in its diagnosis.
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