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Abstract—With the growth of edge computing, application-specific workloads based on computer vision are steadily migrating to edge cloudlets. Scheduling has been identified to be a major problem in these cloudlets. In this paper, we propose a generic architectural solution, VisSched, that leverages the fact that most vision workloads share similar code kernels (such as library code for linear algebra), and as a result they tend to exhibit similar phase behavior. This allows us to create an auction theory based scheduling mechanism, where we give each thread a replenishable virtual wallet, and threads are scheduled based on the amounts that they bid for executing on a free core. We show that in 20-40% of the cases, our scheduling algorithm is theoretically optimal, and in the remaining cases, it reaches a global optimum obtained using Monte Carlo simulations 90-95% of the time. Our results for the MEVBench vision workloads show a 17% higher performance and a 14% lower ED as compared to the nearest competing algorithm in the literature.
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I. INTRODUCTION

Today’s computing landscape is characterized by the following trends: traditional scaling based on Moore’s law has stopped, instead of increasing the number of cores on the chip, the focus has moved to creating bespoke systems, and because of the proliferation of mobile/IoT/edge-computing applications there is a lot of stress on new types of workloads. Many of these new workload suites [1], [2], [3] are tailored for a specific genre of applications such as computer vision, self driving, IoT data processing, analytics, edge computing, etc.

Unlike traditional benchmark suites such as Spec and Parsec that have very little code in common, these workload suites share code kernels to a much larger extent. For example, analytics applications share sub-routines for performing convolutions, computing dot products, and computing the result of $\tanh$ or $\text{sigmoid}$ functions. The conventional approach to increase the performance of such workloads is to design a bespoke accelerator that can accelerate the common parts such as CNN accelerators for speeding up inferencing.

We look at this problem from a different angle. All such suites comprise a multitude of benchmarks that are ideally suited for different platforms: multicore processors, GPUs, FPGAs, and ASICs. It is envisaged that there is a high level task dispatcher that dispatches tasks to these disparate computing units, and subsequently a dedicated runtime manages the computations. For the sake of experimental evaluation, we focus on a subset of applications in these suites that are known to perform the best on multicore processors, and show that just by creating a better scheduler we can gain 17% in performance as compared to the best state of the art scheduler [4]. Our scheduler requires a few performance counters and registers per core, and the scheduling logic is implemented in hardware (0.078mm² additional area).

1) Scope of our Work: In this paper we studied the behavior of many such newly proposed workload suites [1], [2], [3], and concluded that they share library code to a large extent. This gives us a unique opportunity to design a bespoke scheduler and also make theoretical guarantees regarding the quality of the schedule. As an example, we consider popular computer vision benchmarks in this paper that are primarily based on computational geometry, and thus do not have effective CNN implementations. Note that the scope of our work is generic and is not dependent on a particular platform or a particular benchmark suite. Our only requirement is that the set of workloads need to share a common set of code kernels (libraries), and their execution should be decomposable into a set of a few distinct types of phases, where the phases have the same meaning across the benchmarks – let us call such workloads correlated workloads.

2) Contributions:

Problem: Schedule a set of correlated workloads on a heterogeneous processor with a diversity of computational units – small cores and big cores in our case.

1) We propose a formal clustering based technique to divide the execution of benchmarks into phases. As long as these phases are correlated across the benchmarks our technique is applicable.

2) We give each thread a virtual wallet, and propose an auction theory based technique for threads to bid for cores (computational units). Threads have an incentive to save virtual money for the future, as well as win the bid.

3) We use game theory to show that in roughly 40% of practical scenarios we make optimal decisions. In the rest of the cases, our decisions are very close to optimal. To the best of our knowledge this is the first such approach for correlated workloads.
4) For the MEVBench vision workloads we achieve a 17% higher performance, and a 14% lower ED$^2$ as compared to the best competing algorithm [5].

II. AUCtion-Based Scheduling

A. Overview

In any scheduling problem we have $t$ threads and $c$ cores, where typically $t > c$. The threads have different requirements in terms of performance, functional unit usage, and energy usage. From the point of view of the thread it would like to execute on the fastest core that is available. However, in such cases both selfish as well as altruistic decisions are suboptimal, and can lead to starvation. Traditional graph and ILP based approaches also have limited value because they tend to take a global view of the scheduling problem. If we have a large number of tasks and a large number of potential interactions, then such problems are intractable, and cannot be solved at runtime.

Hence, instead of a centralized approach, the distributed approach is more preferable where the threads and the cores take local decisions; we need to ensure that in some sense the decisions are fair and are close to being globally optimal.

Fairness We can define the fairness metric as a ratio of the time that a set of threads take to execute when other applications are running, and the time it takes for them to execute in isolation. This ratio should be bounded by a small value in most cases.

Optimality In the scheduling problem, optimality is hard to establish because competing threads of different applications benefit at the expense of each other. One of the most widely used metrics/objectives is the Nash equilibrium.

In our algorithm our main focus is to establish that it reaches a Nash equilibrium. Fairness is established experimentally.

B. Nash Equilibria

A Nash equilibrium is a game-theoretic concept in a setting where we have multiple players (threads) with strategies and payoffs or utilities. Assume that each thread has some virtual money and the strategy is to bid a part of it to win (right to execute for a limited duration) a core. The utility is defined as the benefit the thread would derive by running on the core, which is typically a function of the IPC (instructions per cycle) [6].

The threads are said to be at a Nash equilibrium when given that the strategies of the rest of the threads are fixed, no thread gains by unilaterally changing its strategy. Conceptually, a Nash equilibrium is a stable operating point, which is a constrained local maxima. The equilibrium is said to be stable, where if one of the threads slightly changes its strategy, the rest of the threads do not deviate from their Nash equilibrium strategies. This is a local maxima. Note that in any problem we can have multiple Nash equilibria – we need to choose the one that maximizes the aggregate utility. In a game that has a single Nash equilibrium, it is said to be strictly dominant.

Note that Nash equilibria are not always global optima (e.g. the Prisoner’s dilemma problem [7]); however, for the purposes of scheduling they have been found to correlate with experimentally observed optima very well [8].

C. Auction Theoretic Principles

Let thread $t_i$’s wallet balance prior to the auction be $W_i$. If it bids all of it, it will not be left with any money for the future. If it bids too little, it might not win the bid. It thus needs to bid a fraction $\mu_i$ (and save the rest). This is known as the proportional bidding scheme in the auction theory literature, and $\mu_i$ is the strategy for thread $i$. A thread is aware of the strategies of other threads but is not aware of their wallet balance, which varies.

A simple formula for the utility of thread $i$ is $(1 - \mu_i)W_i$ if it wins, and 0 if it loses. Here, the utility of the winner is equal to the money that it saves, and the loser’s utility is zero. It is obvious that the winner would like to win by bidding the least amount. If we have two threads, where $W_i$ and $W_j$ vary from 0 to 1 uniformly, then the globally optimal strategy is $\mu_i = \mu_j = 0.5$. In a multiplayer scenario with different distributions for each $W_i$, the optimal set of strategies ($\mu$'s) needs to be computed with Monte Carlo simulations accelerated with AI algorithms.

We complicate this scenario further by adding a winner’s bonus (additional utility for the winner, $B_i$) and an auctioneer’s fee ($F_i$), which needs to be first deducted from the balance of the winner. The resultant expression for the utility ($U_i$) of the winner is as follows.

$$U_i(\mu_i) = (1 - \mu_i)(W_i - F_i) + B_i$$

The justification for $F_i$, and $B_i$ will be provided in Section VI. We also give a loser’s subsidy $L$ such that the losing thread is better equipped to bid in the future. Given this setting we use the following results from auction theory to establish optimality.

If the distributions of $(W - F)$ and $B$ are uniform distributions and are the same, then a globally optimal Nash equilibrium exists, where the bids are proportional (PB bids) to the wallet balance (20-40% of time in our evaluations). For the rest of the cases, a Nash equilibrium does exist; however, the strategies are not necessarily proportional to the wallet balance. We experimentally show that even with proportional bids our solutions are extremely close to experimentally determined optima 90-95% of the time.

III. Related Work

The broad area of scheduling can be divided into two classes: application specific – exact task durations are known, and hence graph based approaches can be used; and general purpose – task durations can be variable, and thus heuristics are needed. We chose the best-performing prior work from the latter category for comparison.

A. Scheduling on Heterogeneous Cores

CAMP [6] runs those applications on fast cores that get maximum speedup when run on a fast core with respect to a small core. This speedup is defined as the utility factor, and this forms the basis of the core allocation. Similar works by Koufaty et al. [9] and Shelepov et al. [10] find the bias of an application towards cores based on its relative speedup.
on a big core vis-a-vis a small core, or use profiling to pre-calculate the affinity of applications for cores. Another popular approach is BIS [11] that schedules bottlenecks in the code (code responsible for the maximum number of wait cycles) on the fast cores. Joao et al. [5] (UBA) extended this work by accelerating the lagging threads in addition to the bottlenecks identified in BIS such that the reduction in the total execution time is maximized. COLAB [12] uses a regression model to find the core affinity, then it schedules the threads on the basis of the bottlenecks (similar to BIS). The scheduling quantum is set with the objective of maximizing fairness. AdaMD [4] adopts an adaptive model that periodically assigns free cores to under-performing applications determined using an ML model. These approaches are unfortunately not tailored for correlated workloads.

B. Market Mechanisms for Scheduling of Heterogeneous Tasks

Wang et al. [13] proposed XChange, a market mechanism based on supply-demand model, in which the users bid for resources in a dynamic market setting, where the prices vary based on resource contention and utility. The approach works well when we have a choice of multiple resources in every resource allocation round (not true in our case and hence we do not compare with them). In comparison, Guevara et al. [14] provided a market mechanism to allocate a single resource, where the bids are decided based on task deadlines. This approach is only relevant for soft real time workloads.

Another work by Pereira et al. [15] allows cores to bid for the tasks, where the strategy of a core is its frequency setting. The utility is derived from the variation of the energy consumption as a result of changing the frequency setting. In comparison, we have tasks with unknown completion times and in our setting, tasks bid for a core (the reverse problem).

C. Auction Theory for Job-shop and Network Scheduling

In a typical job-shop scheduling problem we have a set of jobs and a set of resources. The jobs can have an execution order between them. The aim is to typically minimize the makespan (total execution time) of the schedule. Tang et al. [16] wrote a seminal paper in this area: Whenever a job bids for a time slot on a machine (resource), its price is decided on the basis of the number of competing bidders. A bidder has some virtual money – it needs to pay some money to run on a machine and pays a penalty if it loses the bid. It tries to maximize the amount of virtual money it holds. Zeng et al. [17] extended this work for a flexible job scheduling problem, which involves multiple sets of jobs that are mutually independent. It thus has a two-level auction process: first decide the set of jobs, and then decide the job itself (from the winning set). Bukchin et al. [18] have specialized this problem for a 2-machine scenario.

Liang et al. [19] applied auction theory for allocating resources to different service types in 5G network slicing. They formulate the problem as an auction where the bidders are the service types and the items to be auctioned are the network resources. The bid for a service type is decided on the basis of its bandwidth requirement. The payment for a resource is decided on the basis of the usage of the resource. Ding et al. [20] applied auction theory to grid computing networks. The grid resources are auctioned and the grid users bid on the basis of the price, memory and speed of the grid resources.

The flavor of all related work is more or less the same – decide a utility function and compute or adjust the bid amount based on it. Our work is however novel and different in many aspects. The differences are as follows.

**Our novel contributions:**

1) Our first innovation is identifying, understanding, and characterizing phases in correlated workloads. We propose a method to identify such phases at run time and effectively capture their execution characteristics (see Section IV).

2) The novelty lies in the way we create our bidding functions (combination of miss rates, core costs, cache costs), the way in which we create proportional bids, and how we use them to prove the optimality of the auction.

3) We are not aware of other works that propose a loser’s subsidy and auctioneer’s fee (the way we have defined them).

4) Another novel aspect of our design is storing the precomputed optimal bid values in a pattern table and using them at run time. No other paper has characterized the search space as we do – we have demonstrated that our search space is mostly convex with localized regions that are concave.

IV. CHARACTERIZATION OF WORKLOADS

A. Experimental Setup

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Big core Processor</td>
<td>Cores 16 (10 small + 6 big)</td>
<td>Technology</td>
<td>14 nm</td>
</tr>
<tr>
<td></td>
<td>Big cores 6</td>
<td>Small cores</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Big core</td>
<td>Pipeline Type</td>
<td>Out-of-order</td>
<td>Pipeline Type</td>
</tr>
<tr>
<td></td>
<td>Frequency</td>
<td>3.1 GHz</td>
<td>In-order</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>L1 i-cache, d-cache (Private caches)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Write-Mode</td>
<td>Assocativity</td>
<td>4</td>
<td>Size 32 KB</td>
</tr>
<tr>
<td></td>
<td>Latency</td>
<td>4 cycles (for Big core), 2 cycles (for Small core)</td>
<td></td>
</tr>
<tr>
<td>Shared L2</td>
<td>Write-Mode</td>
<td>Write-Back</td>
<td>Block Size 64 bytes</td>
</tr>
<tr>
<td></td>
<td>Assocativity</td>
<td>8</td>
<td>Bank Size 256 KB</td>
</tr>
<tr>
<td></td>
<td>Latency</td>
<td>20 cycles 4 Banks</td>
<td></td>
</tr>
<tr>
<td>Main Memory and NoC</td>
<td>Latency 200 cyc.</td>
<td>Memory Controllers</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>NoC 2D torus</td>
<td>Flit Size 16 bytes</td>
<td></td>
</tr>
<tr>
<td>Routing</td>
<td>X-Y Route + Hop latency</td>
<td>3 cycles</td>
<td></td>
</tr>
</tbody>
</table>

**TABLE I: Details of the baseline system (source [21])**

We used a full-system cycle-approximate architectural simulator, Tejus [22], for all the simulations. It has been rigorously validated with native multicore hardware (both in-order and out-of-order processors). It is bundled with the popularly used Orion 2.0 and McPat 1.0 tool sets for simulating power and energy of the NoC and cores respectively. We simulate the MEVBench suite (e.g: feature extraction, corner detection, decision trees, augmented reality) of vision benchmarks (adapted for multicores) [1], and assume an edge-computing setting, where we simulate a bespoke system.
running on the edge that receives requests from mobile users, runs vision workloads on them, and returns the result. We collected traces from the Qemu virtual machine to simulate the networking stack of the Linux 4.2 kernel.

Our simulation setup (see Table I) is similar to Intel’s QuickIA architecture, where we have two kinds of cores: a large out-of-order core and a small in-order core (typically used for vision benchmarks). The small core’s frequency is half of the big core’s frequency in our setup (similar to [23]).

We propose to use a hardware scheduler because the typical (worst-case) phase change interval for our applications is 31.25 – 62.5μs, which is far lower than a typical OS context switching overhead of 1496 μs (similar to [24], [25], [26]). This OS-level partitioning allows us to create a custom hardware scheduler. The OS partitions the cores into two parts such that the applications execute in the first partition and the OS routines execute in the second partition. In order to allow scheduling of the applications at fine-grained intervals, we deploy a hardware scheduler for the first partition.

We define performance as a quantity that is inversely proportional to the simulated execution time of a single benchmark. For a set of benchmarks, it is inversely proportional to the instruction throughput. We also evaluate fairness that captures latency-sensitivity, contention, and starvation.

B. Characterization of the MEVBench Suite

1) Phase Behavior: The aim here is to establish that in correlated workloads we have a few distinct types of phases. We start with defining the following instruction classes: ALU, SSE (vector instructions), memory, instructions in the networking code (ALU and memory). We divided the execution of each workload into chunks of 100k-cycle intervals, and collected 5000 such data points per workload. These data points across the workloads were represented as a multi-dimensional vector, where each dimension contains the percentage of a particular class of instruction. We then classified these vectors using K-Means clustering, and then visualized the clustering results in 2-D by projecting the vectors to a lower dimension using the t-SNE algorithm. Figure 1 shows five distinct clusters. They have been named on the basis of the most frequently occurring instruction class.

Similar experiments on other correlated workload suites such as Cortexsuite [3], self-driving workloads [2] yielded similar results (not shown due to lack of space). We see distinct clusters, where each cluster represents a particular phase.

a) Correlation of Phases across Benchmarks: To validate the quality of the clusters, we plot the Silhouette score for the clusters. The Silhouette score is a standard technique to calculate the efficiency of clustering. A Silhouette score of ‘1’ indicates that the samples are correctly classified into the clusters that they are most related to. It may be observed (see Figure 2(a)) that the silhouette scores are high (roughly 80%) indicating that the data is indeed separable into distinct clusters. Each plot is an irregularly shaped trapezoid because different points in a cluster have different Silhouette scores.

Figure 2(b) shows a representative example where we plot the pair-wise correlation between different phases of two benchmarks: Surf and Sift. We observe that intervals corresponding to the same phase behave very similarly (correlation above 0.9) across the benchmarks. We also established a correlation (0.7-0.8) between the phase and the IPC of an interval. Hence, the phase information can be used as a proxy for IPC.

Summary: The existence of phase behavior and the correlation of phases across benchmarks may help us simplify our scheduling decisions.

V. DESIGN

Figure 3 shows the overall design of the system. We modify the OS to partition the cores between the hardware scheduler and the OS scheduler (similar to [24], [25], [26]). This OS-level partitioning allows us to create a custom hardware scheduler. The OS partitions the cores into two parts such that the applications execute in the first partition and the OS routines execute in the second partition. In order to allow scheduling of the applications at fine-grained intervals, we deploy a hardware scheduler for the first partition.
OS time slice, however for our fine-grained task scheduling, this overhead is prohibitive. Our hardware implementation is able to perform scheduling and context switching within 67\text{ns}, which is small enough to maintain the performance benefits of fine-grained scheduling.

Our hardware scheduler maintains two queues: one for running tasks and one for ready tasks. It also maintains the context information of the tasks (PC and register state). The scheduler manages the context, performs context switching, and invokes the auction controller to find the next task that needs to be run on a free core. If the OS wants to run some process on any of the cores in the application partition, it sends a message to the hardware scheduler. This is a standard approach followed in prior work [24], [25], [32], [33].

Our main contribution in this paper is the design of the auction controller and the algorithm it uses. We use a standard hardware scheduler design [25], [33].

VI. IMPLEMENTATION

We created a scheduling scheme, VisSched, using the key insights gathered in Section IV on a system with 10 small cores and 6 big cores (determined to be a Pareto-optimal configuration in the energy-performance space in Section VII-E). The high-level flow of the scheduling algorithm is as follows: 1 Find an initial phase-core mapping. Since the number of phases is lower than the number of cores, each phase is allotted a set of cores (core set). 2 Determine the first assignment of threads to cores. 3 After a thread finishes its scheduling quantum on a core, predict the thread’s upcoming phase, and put it in the ready queue of the mapped core set. 4 Perform an auction for the currently freed core among the threads in the ready queue of its core set. 5 Assign the new winner thread to this core. 6 Go to 3, 7 After a certain time, recalculate the phase-core mapping.

Figure 4 shows an overview of the hardware scheduler and the structures used. These will be discussed in detail in the upcoming sections.

A. Mapping the Set of Cores to Phases: Steps 1, 2 and 7

We consider four distinct phases: SSE, memory, compute, and network (networking code). At the outset we map the set of cores (allotted to the application partition) to the phases in the following priority order: 4 big cores for SSE tasks; 1 big and 3 small cores each for ALU and memory tasks; and 4 small cores for network tasks. We define a 100,000 cycle interval, and based on the instruction mix we determine its phase (explained in Section VI-B). Every 100 million cycles (1000 intervals), we recompute this mapping based on the relative proportions of executed phases \( \phi_i : \phi_m : \phi_n : \phi_c \), where \( \phi_i \) is a counter for SSE phases, \( \phi_m \) for memory phases, \( \phi_n \) for network phases, and \( \phi_c \) for compute phases. The mapping information is stored in a Phase Table that is a 4-entry structure (one entry for each phase) with each entry being 16 bits, one per core, i.e., the \( \rho^h \) bit in this entry indicates if the \( \phi^h \) core is mapped to it. Note that we never let a core go idle; if it does not have enough threads in its corresponding phase, we schedule a thread belonging to another phase.

B. Predicting the Phase of the Next Interval: Step 3

It is easy to identify the network phases on the basis of library calls or system call invocations. For the rest of the three phases, we use three instruction counters (ALU \( A_i \), memory \( M_i \), and SSE \( S_i \)). The weighted average of these counters over the previous five (determined empirically) intervals is used to decide the phase for the upcoming interval. The rules are shown in Table II in decreasing order of their preference. Here, \( I_i \) denotes the total number of instructions in the \( i^\text{th} \) interval.

The intuition for the equation for the memory phase is that we wish to accord additional priority to memory instructions because they involve multiple operations (memory + addition), and miss rates have a large effect on performance.

<table>
<thead>
<tr>
<th>Condition</th>
<th>Inference</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sum_{i=1}^{5} \frac{A_i}{I_i} &gt; \sum_{i=1}^{5} \frac{S_i}{I_i} )</td>
<td>Memory phase</td>
</tr>
<tr>
<td>( \sum_{i=1}^{5} \frac{S_i}{I_i} &gt; \sum_{i=1}^{5} \frac{M_i}{I_i} )</td>
<td>SSE phase</td>
</tr>
<tr>
<td>default</td>
<td>Compute phase</td>
</tr>
</tbody>
</table>

TABLE II: Heuristics for phase prediction

Since the total number of instructions per interval can vary, weighting the counters with the number of instructions in the respective interval increased the accuracy of our results (shown in Table VII in Section VII-D).

C. Auctioning process: Steps 4 and 6

Table III shows the mapping of terms between our equation for utility (Equation 1) and the architectural metrics.

**Broad principles:**

1. A memory-bound thread should be discouraged from running on a faster core. We found that in our suite of benchmarks, the marginal utility of running such threads on fast cores is minimal.
2. A CPU-bound thread should be encouraged to run on a faster core.
3. There should be no starvation.
4. Each waiting thread should have an incentive to bid and win.
5. Threads should not overspend on the bidding process such that they can use the remaining amount in future auctions. These are in accordance with standard auction rules.

We now discuss the intuition behind the mappings: auctioneer’s fee (\( F \)), bonus (\( B \)), wallet balance (\( W \)), loser’s subsidy
(L), and the bidding strategy (μ1…μN) (N is the number of bidders).

### Table III: Terms and definitions

1) The Auctioneer’s Fee (F): The Auctioneer’s fee captures the cost of migrating a thread from one core to another core. We model two kinds of costs: the core cost and the cache cost. The core cost captures the overhead of a context switch. If a thread is bidding for the core on which it was previously running, then the core cost is zero. Otherwise it is C_B for the big core, and C_L for the small core, where C_B = 4 * C_L (ratio of IPCs on the two cores observed in our simulations).

The cache cost is zero if a thread is bidding for the same core on which it previously ran, otherwise it is meant to be commensurate with the cycles that are lost in cache misses when the thread is migrated to a new core. We formulate the cache cost as a sum of three components: L1 cost, L2 cost, and I-cache cost. The L1/L2 cost is the arithmetic mean of the L1/L2 cache miss rates recorded over the last five phases (stored in a shift register). We discourage a thread with high L1/I miss rates from migrating because regardless of its behavior (steady on a core or migrating), it is nevertheless memory-bound at the moment and thus should not move to a new core. Similarly, we can justify the I-cache cost.

Analogously, high L2 miss rates indicate that it is memory-bound and thus should be given a chance to benefit from enhanced locality at the L1 level.

The final cost, C, is a sum of the core and cache costs (appropriately normalized using the constant λ).

2) Bonus: IPC vs IPC/energy: The bonus (defined in Section II) can be made proportional to the thread’s IPC (as in previous works) because intuitively it is the advantage that a thread will derive if it gets access to a core. However, this would lead to unfair schedules in our setting of heterogeneous multicores because the scheduler will only prefer big cores. Note that the average energy usage in a small core is 60-70% lower than a big core (results not shown due to a lack of space).

We thus make the bonus proportional to IPC/energy, which is not decidedly better for any particular type of core in our simulations (also observed by [34], [35], [36]). It still captures our original intention because we find a positive correlation between IPC and IPC/energy values for 10/11 benchmarks (values range from 0.8 to 0.99). Note that if the correlation between two sets of values is between 0.75 and 1, the sets are considered to be highly correlated. The only exception is Sift because of the preponderance of SSE instructions.

3) Wallet balance (W), and Loser’s subsidy (L): We initially assign a wallet balance to every thread, say W_{base}, to bid for their first auction. For the subsequent auctions, this wallet balance varies depending on whether the thread has won or lost the last auction. For a winning thread, the new wallet balance is equal to its utility in the last auction round. Recall that the utility in a round is the sum of the remaining wallet balance (savings) and the bonus in that round (see Equation 1). Thus to maximize the utility, each bidder will want to maximize its savings to bid higher in the next round (ensuring 3), and will also be tempted to get the bonus amount (ensuring 4). The wallet balance of the loser is updated by adding a loser’s subsidy (L) to its old balance. This prevents starvation in the long run (ensuring 5). We formally prove that our algorithm is theoretically starvation-free in Section VI-E.

#### D. Auctioning process: The working

We propose to use a hardware structure called an auction controller and a small region in memory called the pattern table (PT) to perform the tasks explained in Section VI-C.

1) Auction Controller: An auction is triggered whenever there is a phase change in some thread or when the thread at the head of the ready queue waits for more than 10 ms (10 * length of a scheduling quantum in Linux). A dedicated unit, the auction controller performs the auction, and finds a new task to run on the free core, and sends this information to the hardware scheduler to schedule the task on the core.

When a thread changes its phase, the core sends a message to the auction controller via the NoC. This contains the id of the core (4 bits), the thread id (5 bits), IPC in the last phase (1 byte in fixed point format), the energy consumed in μJ (4 bytes) in the last phase, and the costs (3 * 40 bits). The auction controller maintains a wallet table that is a 32-entry table that contains the wallet balance for each thread (starting balance: W_{base}). It gets the list of competing threads from the ready queue of the core-set. After deducting the scaled cost κC from the wallet balance W of each competing thread, it reads the strategy (μ1…μN) from the pattern table (PT), computes the bids for each bidding thread, and performs the auction. The winning thread’s wallet balance is updated as per the rules in Table III. Note that the bonus is credited to the winner’s account when it goes for auction the next time because of its dependence on IPC and energy in the previous phase.

2) Pattern Table (PT) for Storing Strategies: Consider the general problem where we have k threads bidding for a single core. Each thread would like to maximize its expected utility (see Equation 1) when (W − F) and B vary according to predefined distributions (see Section II). Given k pairs of these distributions for k threads, the aim is to compute the strategy μ1…μk such that the system reaches a Nash equilibrium. If there are many equilibria we need to choose the one that maximizes the aggregate utility.
Since this problem is computationally hard, a practical approach to solve this problem is to store pre-computed strategies in a lookup table. Indexing this lookup table is non-trivial because we need to find a way to compactly represent a pair of distributions. To solve this problem, let us leverage the fact that we have 4 types of well-defined phases in our program, and each pair of distributions (W − F and B) is expected to be very well correlated with the type of the phase (also established experimentally). We can thus use the 2-bit phase id as a proxy for the pair of distributions. Hence, in an example system with 8 bidders, we create a 16-bit (2 bits per bidder) vector that stores the phases of all the bidding threads.

**(a) Populating the Pattern Table:** To populate each row of the pattern table, we need to know the distributions of (W − F) and B for each phase-core type combination. Then we can compute the strategy: µ1...µ8. We thus create a table that stores the strategy for each unique combination of inputs. Even though we have 21 bits we need not have 221 rows in the PT. After taking the unique combinations into account, we calculated the size of the table to be 32 KB.

1. Collect samples of B and W distributions
2. Create the PT
3. Check if the distributions for B and (W − F) converge, else go back to step 1.

The process stops after the distributions converge.

For step 2, we need to find a solution that is at the Nash equilibrium for each entry of the PT – the computations for each entry can be done concurrently. We use a variant of a simple hill climbing based approach where we greedily move towards a local minima. We start at a random solution S (µ1...µ8), compute its divergence and then keep randomly perturbing a µ value (keeping other µ values unperturbed) by 0.01 till the divergence stops reducing (local minima). The divergence  ℧ is defined as follows. Let us define the utility ℧i for the i'th thread in solution S as per Equation 1. Let us replace µj in S with a set of values in (0, 1) in steps of 0.01, and find the largest utility ℧′ for solution S′. If ℧′ > ℧i we set the deviation Dj = µj′ − µj, else we set it to 0, where µj′ is the value of µ for the j'th bidder in the solution S′. The divergence ℧(S) = ∑j Dj; the lower the divergence, the better it is; it is 0 at a Nash equilibrium. We define the aggregate utility as the sum of the individual utilities.

We again start at a new random point and repeat the same process. The solution converges to the Nash equilibrium after 150-200 iterations. Populating the entire PT will take 16 minutes on the simulated asymmetric multicore system, and collecting all the samples of W − F and B takes less than a second. We typically require 3 iterations to reach a convergent distribution. These iterations can be distributed over time to introduce minimal disruption in a running system.

In most cases, these distributions were well-approximated as uniform distributions (verified using the KS test [37], our distribution shows a D-value of 0.15-0.20). Generally, as long as these distributions can be weakly approximated (0 < D < 0.5) as a uniform distribution, our algorithm gives near-optimal results (true for most workloads).

**E. Starvation**

The new wallet balance of the winner thread is as follows.

\[ W_{new} = (1 − µ)(W_{old} − F) + B \]

If \( W_{old} \gg F \) and \( W_{old} \gg B \), then \( W_{new} < W_{old} \) because \( 0 < µ < 1 \). This means that there is a wallet threshold \( τ \) such that if \( W_{old} > τ \), the wallet balance decreases after a thread wins.

We claim that the sum S of wallet balances in a k-thread system is bounded. If this is true, then we cannot have a perpetual loser (starvation) because its wallet balance will approach infinity due to the continuous accumulation of the loser’s subsidy, L. Hence, assume our hypothesis is false. Consider a point where \( S \gg F, S \gg B, S \gg L \) and \( \forall i, S \gg τ_i \). Here, \( τ_i \) is the wallet threshold for thread \( i \).

There has to be one thread \( i \) whose wallet balance is at least \( S/k \). Either it wins the next bid or another thread, \( j \), wins the next bid whose balance satisfies the inequality \( 1 − (1 − µ_j)W_j \gg (1 − µ_i)S/k \). We ignore \( F \) and \( B \) here because they are insignificant. In both cases, the wallet balance of the winning thread is far greater than the thresholds \( τ_i \) and \( τ_j \). Hence, the sum of balances will decrease by \( \max(µ_iW_i, µ_jW_j) − (k − 1)L \). This is strictly positive because of our assumptions. Thus, we can choose a value of \( S \) above which the sum of balances will decrease in every round regardless of the winner. Let this be \( S_τ \). The sum can only exceed this value because of the bonus and loser’s subsidy in the previous round, which is bounded by \( B + (k − 1)L \). In the current round, the sum will again decrease by an amount that is far greater than this number. We can thus claim that the sum of wallet balances is bounded by \( S_τ + B + (k − 1)L \). This proves that we have no perpetual loser.
VII. Evaluation

We evaluate the workloads on a 16-core system with moderate loading of 1.25X (25% more threads than cores). Over-subscription has been used to evaluate the efficacy of scheduling in prior work [21], [38], because if we have an excess of resources, there is no need for efficient scheduling. For all our evaluations, the optimal number of threads for each multithreaded workload is taken from reference [1]. We have 7 multithreaded benchmarks and 4 single-threaded benchmarks (Boost, ObjRec, FaceDet, AugRel). The latter are run only as a part of a bag.

To ensure that all the schemes under consideration are on a level playing field, we ensure the following: (i) all the schemes are scheduled with the same granularity/time quantum, (ii) the baseline multicore architecture is the same, (iii) all the schemes are evaluated with over-subscription, (iv) the existing schemes to make them better and more suitable for the vision workloads, (v) when we use the term energy, it refers to the energy consumed by the entire system.

\subsection{Performance and ED$^2$}

\begin{table}[h]
\centering
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline
Technique & Functionality & Remarks \\
\hline
SLICC [38] & Explores the similarity of code based on the i-cache footprints. & No utility metric to exploit the asymmetry of cores \\
CAMP [6] & Calculates the utility of every application to schedule on asymmetric cores. & Utility is not aware of the thread behavior \\
BIS [11] & Accelerates bottlenecks. Our augmentations include accelerating the longest waiting phases* & Our applications do not have clearly identifiable bottlenecks \\
UBA [5] & Accelerates bottlenecks, and lagging threads with a high utility metric. Our augmentations include the acceleration of phases* with high utility metrics & Not aware of the thread behavior \\
AdaMD [4] & Accelerates the under-performing threads found using an ML model & Our applications do not have clearly identifiable bottlenecks \\
COLAB [12] & Enqueues the tasks on the basis of their core affinity but schedules them on the basis of bottlenecks & \\
\hline
\end{tabular}
\caption{Description of the competing techniques}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{Fig_7.png}
\caption{Perf. comparison: 20 threads on 16 cores}
\end{figure}

1) Homogeneous Workloads: We compare the performance (defined in Section IV-A) of VisSched with six state-of-the-art scheduling schemes (see Figure 7): SLICC [38], CAMP [6], BIS [11], UBA [5], AdaMD [4], and COLAB [12]. Table IV shows the details of competing work. We have also highlighted (in bold) the augmentations that were done for UBA and BIS (also see the third column). Note that in general, comparing any two scheduling schemes is hard because there are multiple parameters at play. Nevertheless, the following reasons make our scheme perform well: (i) we recognize the existence of distinct phases and their homogeneous behavior across the workloads in the suite, (ii) we leverage this behavior to propose an auction theoretic framework, (iii) in most cases our schedule is near-optimal, (iv) our suite has no clearly identifiable bottlenecks such as barriers, which are exploited in the competing works [5], [11], (v) using a replenishable virtual wallet allows us to ensure better fairness and get productive mappings.

On an average, we perform 13% better than the best of the other schemes for a load of 1.25X oversubscription. Figure 7 shows the speedup when 4 instances of the same multi-threaded workload (4 instances, 5 threads each) are scheduled on a 16-core system. We need 5 threads to accommodate 4 child and 1 master thread [1]. Let us analyze the two exceptions: HoG and SVM. The auction results (see Table VII) for both the benchmarks show that they have the least migration to auction ratios. This is an artefact of our scheduling algorithm, which never prefers to keep a core idle, and retains the previously executing thread even if it has changed its phase – this leads to an unproductive mapping even though the core utilization is improved. We see this effect in HoG and SVM, because the distribution of phases across the threads is very non-uniform at any given point in time.

2) Bag-of-task Workloads:

The first five configurations contain multi-threaded workloads (5 threads each) and the last two configurations contain a mix of multi-threaded and single-threaded workloads in the bag. Figure 8 shows the performance of a heterogeneous bag-of-tasks based workload. We outperform the next best technique (AdaMD) by 17%. Let us analyze a few representative benchmark specific trends. The only difference in Bag4 and Bag5 is that Sift is swapped with SVM. However, Bag5 has a higher speedup (4%) because of the presence of SVM that has a smaller working set and hence a lesser migration cost. This gets accounted for in its penalty and hence it migrates at a faster rate between cores with lesser degradation in IPC as compared to Sift.

Table V shows the L2 MPKI and L1 hit-rates for all the bags under different scheduling schemes. The numbers in Table V and Figure 8 are very well correlated. A high performance is a consequence of low L2 MPKI and high L1 hit-rate. The only exception is Bag7. In Bag7, UBA has the lowest L2 MPKI and is expected to perform well, however it is not able to capture the locality of data in the L1 cache and has a low L1 hit-rate. Thus, it performs sub-optimally.

Finally, we compare the ED$^2$ of all the scheduling algorithms for the bag-of-task workloads in Figure 9 and observe a very good correlation with Figure 8. We achieve 14% lower ED$^2$ than the closest competing scheme, AdaMD. This is primarily because we optimize for both energy and performance.
B. Fairness

We use the same fairness metric as used in XChange [13]. First, let us define the slowdown ratio (SR) – ratio of IPCs of the threads of the same application when run in a bag, and when run individually. The fairness is defined as $SR_{\text{min}}/SR_{\text{max}}$ for the threads in a bag (should ideally be 1). Closer is the fairness to 1, the better it is. As shown in Figure 10, VisSched has the highest fairness (mean: 0.6); all the other schemes saturate at 0.49. The primary reason for a good fairness is a better scheme for managing the bidding capacity ($B$ and $L$).

C. Setting the Parameters

We use six constants in our algorithm: $W_{\text{base}}, \lambda, \kappa, C_B, C_L$ ($C_B : C_L$ ratio has already been fixed to 4 based on our observations from the experiments), and $L$. One of the constants has to be set arbitrarily, and the rest have to be calibrated with respect to it, because in our formulation only the relative values matter. We use the concept of Nash equilibria to set these parameters.

We consider these parameters as players and the payoff is defined in the same way for all the players – the net performance of the system. The Nash equilibrium point represents a stable point where unilaterally changing any parameter does not lead us to a better performance. In fact we found that this parameter combination is very stable and deviations in the values of the parameters gave us a solution where we were strictly worse off.

D. Other Statistics

1) VHDL Synthesis Results and Area Overheads: The area overheads for the additional hardware structures are shown in Table VI. In a typical 200 – 300mm$^2$ die, the area overhead of the hardware scheduler is very little: 0.078mm$^2$. The overheads of the rest of the registers and performance counters are negligible.

<table>
<thead>
<tr>
<th>Mapping counters</th>
<th>4*10 bits (4 for $\phi_i$, $\phi_c$, $\phi_{\text{a}}, \phi_{\text{b}}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Phase counters (phase prediction)</td>
<td>4<em>5</em>20 bits per application (4 for $S, M, A, i, \phi$ for history)</td>
</tr>
<tr>
<td>Miss-rate shift register</td>
<td>3*40 bits per application (3 for L1,L2)</td>
</tr>
<tr>
<td>Phase table</td>
<td>4*16 bits (for 16 cores)</td>
</tr>
<tr>
<td>Wallet table</td>
<td>32*15 bits (for 32 applications)</td>
</tr>
<tr>
<td>$ahr$</td>
<td>5 bits</td>
</tr>
<tr>
<td>Hardware Scheduler</td>
<td>0.078mm$^2$</td>
</tr>
<tr>
<td>tool</td>
<td>Cadence RTL Compiler</td>
</tr>
<tr>
<td>UMC 14 nm (scaled using [39])</td>
<td></td>
</tr>
</tbody>
</table>

TABLE VI: Area overheads of the hardware structures

2) Phase Characterization and Distributions: The second column of Table VII shows the phase prediction accuracy for all the simulated intervals in each benchmark. We predict the phase using the heuristics shown in Table II, and then compare it with the phase obtained by finding the cluster that an interval belongs to (based on its instruction mix). Recall
that we characterized clusters based on the instruction mix, and finding the membership of an interval is tantamount to finding the cluster that has the closest instruction mix. The phase prediction accuracy ranges from 85-93%.

3) Results for Hill Climbing: Now as discussed in Section II, for the case of \( k \) symmetric bidders (same phase) a unique Nash equilibrium exists, and the bids are a linear function (PB bids) of the wallet balance. We find that in roughly 20-40% of the cases (column (3) in Table VII) we have this case. In these cases, we can compute the optimal solution analytically (\( \mu = (k-1)/k \)), and hill climbing need not be used. For the general case of asymmetric bidders, let us characterize the search space.

A greedy algorithm like hill climbing always reaches the global minima if the surface of the search space is convex. A convex surface has a positive second derivative. Alternatively a function \( f \) is convex if for all points \( x_1 \) and \( x_2 \) in its domain, and \( \forall \lambda \in (0,1) \): \( f(\lambda x_1 + (1-\lambda)x_2) \leq \lambda f(x_1) + (1-\lambda)f(x_2) \).

Let the LHS be \( \eta_1 \) and the RHS be \( \eta_2 \); we can treat the ratio \( \omega = (\eta_1-\eta_2)/\eta_1 \) as a measure of the non-convexity of a point. For example, the inner surface of a cup is a convex surface; however, if there is a small bump, then the surface is non-convex at that point.

Figure 11 shows a plot of the divergence (defined in Section VI-D2) for different values of \( \mu_1 \) and \( \mu_2 \) (2 asymm. bidders). We can quickly conclude the following: \( \bullet \) There exists a Nash equilibrium at \( N1(0.52,0.37) \). \( \bullet \) There is one more local minima at \( N2(0.02,0.02) \), which is trivial and should be ignored, and \( \bullet \) the surface is mostly convex with some bumps (zoomed in for the case of 4 bidders in Figure 12, each point contains the best configuration for all values of \((\mu_3,\mu_4)\)).

We performed Monte Carlo simulations with all our distributions and never found the non-convexity ratio(\( \omega \)) to be more than 5.6%, and the bumps are localized, which means that even the most randomized hill climbing searches can route around such points, and are expected to reach the global minima. We compared our hill climbing results with values obtained from exhaustive simulations (4-bidders), we reached the global minima 90-95% of the time.

4) Auction Process: Columns (4), (5), and (6) in Table VII show the number of bids lost, core migrations and auctions in a sample 200 million-instruction run. An auction happens roughly once every 100k cycles, the probability of a core migration is around 25% per auction. Whenever an auction happens, we have on average 2-5 bidders (in 1.25X threads to core ratio), and because we do not have starvation, the number of times a thread can lose an auction is bounded (6-55 times).

E. Justification for the Mix of Cores

Figure 14 shows a slowdown vs energy plot for all possible mix of cores (\( fc \)→ fast core, and \( sc \)→ slow core) in a 16-core asymmetric multicore system with 1.25X oversubscription for two scheduling schemes across the spectrum: \( UBA \) and \( CAMP \). Note that in the figure we only show the number of fast cores to improve readability, e.g., \( 5fc \) means that we have 11 slow cores as well. The dashed line is a Pareto-optimal front. A configuration is said to be Pareto optimal if there is no other configuration that uses lower energy for the same slowdown, or has a lower slowdown for the same energy, or both. For both the plots we computed an intersection between the Pareto optimal sets and found two configurations: \((6fc,10sc)\) and \((4fc,12sc)\). We chose \((6fc,10sc)\) because of its lower slowdown.

F. Sensitivity to the Big and Small Core Counts

We have shown the sensitivity results for big/small core counts in Figure 13. A small core is denoted by \( sc \) and a big core is denoted by \( fc \). The Pareto-optimal front is shown in the figure. Any point towards the top-left is a “good point”. It has a high performance and a low \( ED^2 \). The point closest to the top-left is the \((10sc,6fc)\) combination that we have chosen.

G. Extending VisSched to include DVFS

We extended our scheme to incorporate basic DVFS mechanism with two V-f levels (similar to [40]) – (1.5 GHz, 0.9 V) and (3.1 GHz, 1.25V) [41]. Our scheme can be very easily extended to also incorporate other DVFS techniques and more DVFS settings.
The quintessential use of DVFS is as follows. We define a power constraint for each thread. The threads are regularly monitored (every 100,000 cycles): if a thread’s power consumption is 33% lower than the power constraint and there exists a higher voltage-frequency level, the underlying core may switch to that level. Similarly, if a thread’s power consumption violates (exceeds) the power constraint, it is switched to a lower DVFS setting. This is the conventional mechanism; it needs to be modified in our case. The aim is to maximize performance subject to a power constraint.

Since the scheduling granularity in VisSched is 100,000 cycles (≈ 30µs), which is similar to the time required to switch between two DVFS levels, it is inefficient to perform a voltage-frequency change on every context switch. Hence, we add a constraint that the thread should have executed on the same core for at least three consecutive phases before we change the V-f level (DVFS setting). Second, while bidding we incorporate a cost that is proportional to the difference in the two frequencies – current frequency of the core that we are bidding for, and the last safe frequency (at which the power constraint was not violated) for the thread for the given core type. If the cost is 0, then it means that we do not need to change the DVFS settings (this is desirable).

In Figure 15, the first bar corresponds to the default case (no power constraint). We consider two power constraints – Power\_cnst1 and Power\_cnst2 – per thread. All the workloads run at the higher setting to begin with. Power\_cnst1 corresponds to roughly 2W per thread and is a tighter constraint than Power\_cnst2 that corresponds to roughly 4W per thread. We achieve a performance degradation of 24% at 2W and 19% at 4W as compared to an unconstrained system. Table VIII shows the percentage of the number of times the power constraints are violated (averaged across all the threads). In all such cases we transition to the lower setting. This ensures that the overall power consumption of a thread across any substantial window of time (> million cycles) is within the power constraint (also experimentally verified). In almost all DVFS schemes such transient violations in the power constraint do occur and that is why we need to transition to a lower DVFS setting.

**TABLE VIII: Average number of violations of the power constraint and the linear algebra kernels**

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>% Violation at 2W</th>
<th>% Violation at 4W</th>
<th>Linear algebra kernel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fast</td>
<td>24</td>
<td>8.7</td>
<td>convolution</td>
</tr>
<tr>
<td>HotS</td>
<td>20</td>
<td>14</td>
<td>vector add.</td>
</tr>
<tr>
<td>KNN</td>
<td>15</td>
<td>4.6</td>
<td></td>
</tr>
<tr>
<td>Orb</td>
<td>24.1</td>
<td>9.27</td>
<td>convolution</td>
</tr>
<tr>
<td>Sift</td>
<td>12</td>
<td>7.52</td>
<td>vector mult.</td>
</tr>
<tr>
<td>Surf</td>
<td>25</td>
<td>13</td>
<td>vector operations</td>
</tr>
<tr>
<td>SVM</td>
<td>6.38</td>
<td>2.9</td>
<td>dot product</td>
</tr>
</tbody>
</table>

This is a valid approach because the SSE phases capture the dominance of vector instructions, which are typically a part of linear algebra kernels. We assume an accelerator similar to LACore [42] (linear algebra core) that is reported to achieve a 3.43X speedup over optimized x86 code for general purpose linear algebra kernels. We incorporate such an accelerator in our system (parameters taken from the original paper and appropriately scaled for the 14 nm technology node). We map the linear algebra kernels (shown in fourth column of Table VIII) to the accelerator.

Figure 16 shows the performance improvement of VisSched with the accelerator over UBA and BIS (with the accelerators). We did not have to modify the bidding scheme in VisSched to incorporate such accelerators. We modeled the accelerator as a specialized core in UBA and BIS with its unique features. We achieved a 36% improvement over the next best scheme, BIS (with the accelerator). The reasons for outperforming UBA and BIS in this case are the same as the scenarios in which we did not have such an accelerator – more productive mapping of tasks, and a holistic view.

### I. Generality of the Scheme

We show that our contributions are not simply limited to the MEVBench suite of benchmarks. We compare our scheme with two recent schemes, AdaMD and COLAB, for Cortexsuite [3] and self-driving applications [2]. Figure 17 shows that we achieve nearly 40% performance improvement over the next best scheme, AdaMD. We also achieve 38% $ED^2$ improvement over AdaMD (not shown due to lack of space)”. This improvement is more than MEVBench because of the presence of more same-phase auctions (40-60%) in the Cortexsuite workloads.
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