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ABSTRACT

As the demand for large scale computing is rapidly increasing to serve billions of users across the world, more powerful and densely packed server configurations are being used. Often in developing countries, and in small and medium enterprises, it is hard to place such servers in sound-proof server rooms. Hence, servers are typically placed in close proximity to employees. The noise from the cooling fans in servers adversely affects employees’ health, and reduces their productivity. In this paper, we provide a framework for computer architects to measure the acoustic profile in a data center along with the temperature profile, and estimate the sound power levels at points of interest. Additionally, we studied the noise levels obtained upon using algorithms targeted at homogenizing the temperature profile. We found that these algorithms result in high noise levels, sometimes above the permissible levels. So, we propose two heuristics to redistribute workloads in a data center such that noise can be reduced at certain target locations. We obtain a noise reduction of 2-13 dB when compared with uniform workload distribution, and up to 16 dB as compared to temperature aware workload placement, with a reduction of at least 5-6 dB in 75% of the cases. The performance overhead is limited to 1%.

1. INTRODUCTION

In the last few years, there has been a significant rise in the number of data centers due to increased reliance on internet based services, cloud computing, analytics, and social networking. Data centers have become ubiquitous. They are being set up and used by software vendors, universities, startup companies, internet service providers, and financial firms. Unfortunately, hundreds of high performance servers generate a lot of heat, and it is necessary to cool the data center to keep the temperature below specified limits. Designers typically adopt a multi-level approach to cool a data center. In the first level, we remove the heat generated by the electronic components (processors and memory), and dissipate it to the surrounding air. This is achieved by the fans attached to processors, servers, and racks. These fans blow air over the heat generating components, thus removing excess heat through convective heat transfer. Next, it is necessary to remove the heat generated from the entire data center. This is done by typically blowing cold air from the ceiling, and removing hot air from the bottom of the data center.

Let us now consider the fans in some more detail. Typically, the temperature at the surface of the processor die reaches 80-100°C for a computationally heavy workload, whereas the ambient temperature of a data center typically needs to be maintained between 18-22°C [1]. This means that the fans have to remove a significant amount of heat by rotating at high speed. Unfortunately, this causes a lot of noise in data centers. It has been shown that for a 50% increase in the fan speed the sound pressure can increase by 10X [2]. Since fans account for an overwhelmingly large portion of the noise in data centers [3], we need to effectively control the fans to minimize noise.

Most server manufacturers report the noise produced by the servers. Subsequently, acoustics engineers take this information into account while designing server racks, and data centers. However, to the best of our knowledge, we are not aware of efforts that use noise as an axis in computer architecture and systems research.

Unfortunately, server noise has very pernicious effects, and can lead to long term hearing loss. OSHA (Occupational Safety & Health Administration) [4] recommends noise levels to be always less than 85 dB. In Europe, the regulations are stricter with a threshold of 80 dB. Even with lower noise levels, the constant hum can introduce hearing problems such as tinnitus, and ultimately lead to hearing loss. A study by Kujawa and Liberman [5] shows that hearing loss is cumulative. A long exposure to moderate noise levels can be as harmful as a small exposure to very high noise levels. The damage to the inner ear continues to build up over time. Apart from hearing loss, moderate noise levels lead to psychological stress, and negatively affect job satisfaction and productivity [6].

Our goal in this paper is to highlight the problem of noise in servers to the architecture community.

1.1 Motivation

Let us first motivate the problem by being a devil’s advocate and claim that modeling and reducing noise is not important. We can argue that since servers are often kept...
in dedicated server rooms, they can be acoustically isolated by having thick anechoic walls. If workers need to perform maintenance work, then they can use noise canceling headphones. However, this represents the best case scenario. Often smaller setups such as start-up companies do not have enough space for additional server rooms with CRAC units. Hence, they place servers in open rooms along with employees’ cubicles as has been reported in the popular press [7–9]. By putting servers in a large room, it is easier to dissipate the heat. Moreover, the lack of dedicated server rooms is an acute problem in developing countries. It is often difficult to find the space for a separate room and fit air conditioners. It is easier to place an array of racks in an existing lab that has a moderate amount of air conditioning, and has enough power to run the servers. Even in developed countries, servers are often placed in non-data center environments, such as home offices, hospitals and libraries [9]. As businesses grow, servers are deployed to handle the increased amount of transactions, without building a dedicated server room.

1.2 Alternative Solutions and their Drawbacks

Noise canceling headphones are not a panacea for our problems. Workers often need to stay for a prolonged duration inside the server room to perform maintenance work [10]. They need to talk to each other, and to the original server vendors for rectifying problems. They often remove the headphones while having such conversations (as reported in [10,11]), but the high noise levels seldom allow clear communication. In this case, we need a noise canceling microphone or a noise canceling headphone on the other side, both of which have been shown to have limited applicability [12]. As evidenced by a recent Forbes article [13], even the best noise canceling headphones that are priced at about 500 USD are primarily effective for removing steady, predictable, low frequency (100-500 Hz) noise. They are not suitable for scenarios with transient noise (like servers, or disk racks powering up), and scenarios where the noise frequency is more than 500 Hz. Empirical studies in real world data centers [14] indicate that the noise can go up to 3 KHz, and thus noise canceling headphones have limited applicability. Given these observations, researchers are focusing on active noise control using large loud speakers instead. These approaches [15] propose to broadcast a sound wave that will cancel out ambient noise. The report concludes that this method is not successful especially towards the center of the server room, and thus this solution might not be feasible. The basic point here is that server noise has a very random nature, is spread over a large frequency range and thus it is hard to filter it out. Also note that if improperly designed, active noise cancellation devices may add noise instead of removing it. Moreover, headphones are not very comfortable to wear for a long time. In recent Reddit threads [16–22], people who regularly work in data centers have discussed the possible means of ear protection, and accepted noise canceling/isolating headphones/ear muffs as the last resort. Moreover, users have reported several problems such as perspiration, pain in the ear and reduction in the ability to concentrate for extended periods of time. The United Kingdom Health and Safety Executive (HSE) as well as the American Occupational Safety and Health Administration (OSHA) thus recommend the use of hearing protection only where engineering solutions are not present, and as a short-term measure while other technical means are being developed, or to provide additional protection [23,24].

While these represent the efforts being made at the individual level, at the systems level too, measures are needed to reduce noise levels. Consequently, most server manufacturers today make “quiet” servers that are friendly to office environments, such as Dell [25], HP [26], IBM [27], and Fujitsu [28], thus giving credence to the fact that server noise is a well-recognized problem. However, such systems have limitations in performance.

Commercial products that reduce noise by enclosing servers in noise reduction chambers (often with built-in cooling systems) are also available [29–32]. However, this method suffers from several drawbacks, including airflow and heating problems. If openings are created to allow air flow, they let the noise out as well as pointed out in the community [33] and our in-house simulation studies. Also these solutions are very costly. The cost of a single enclosure, for a 12U server rack can be as high as 2000 USD [17]. Having 20 such enclosures adds an additional 40,000 USD in costs.

Noise reduction in data centers has only recently caught the attention of systems engineers. Several articles in the technical press have talked about the problem of noise in data centers, and measures to reduce it [34–40]. Interestingly, most of these articles have been written over the last year. As more and more workloads continue to be ported to data centers, the problem of noise becomes even more significant. Some IT managers have used sound-absorbing acoustic tiles to reduce data center noise [41]. While this helps to some extent, experts who have headed the American Society of Heating, Refrigerating and Air-Conditioning Engineers’ Technical Committee, have called for changes in the base design for more noise mitigation [41]. A thermal strategist at HP observes that quieter servers would offer a competitive advantage to companies [41]. These statements suggest that IT managers are ready to welcome any method that can lead to reduction in noise, without a serious power penalty.

Sadly, since the power densities are expected to continue rising, data centers would become even louder, and thus it is now necessary to look for solutions in computer systems domain, which can complement solutions proposed by acoustics engineers.

1.3 Proposed Solution

In this paper we propose an algorithm to schedule workloads in order to minimize noise. Since high temperature results in fans rotating at higher speeds, temperature should be correlated with noise. We explored the performance (in terms of noise) of heuristics targeted at reducing temperature hotspots. We concluded that such heuristics do not reduce noise sufficiently and reliably. So we propose 2 new heuristics explicitly targeted at reducing noise levels, without affecting the temperature distribution. Instead of sophisticated solutions that either cause physical discomfort, increase the construction cost and TCO by hundreds of thousands of dollars, scheduling is a cheap option. A lot of modern data centers already have virtualization technologies installed that allow seamless job migration between servers [42]. All that we are proposing is to minimally enhance this framework such that noise reduction can be one of the cri-
teria for job migration. We show that with such minimal overhead (both software or hardware) it is possible to bring the noise down to OSHA and European Union Directives’ limits.

Our contributions in this paper are as follows. We first introduce the basics of acoustics and formulate five noise reduction problems in Section 2. Subsequently, we propose a system that can be implemented in a data center to collect temperature and noise information, and effectively schedule workloads to minimize noise at target points of interest (see Section 3). We propose two novel workload scheduling (migration) heuristics for this purpose in Section 4. We evaluate the efficacy of our heuristics by simulating the thermal and noise profiles in a mid-sized data center, using Ansys Icepak and AcouSTO [43] respectively. For getting the profiles of real benchmarks we conduct in-vivo measurements with loop ammeters. In Section 5, we describe the design of our simulated data center, and in Section 6, we show that our workload scheduling algorithms can reduce noise by 2-13 dB for different scenarios. Finally, we conclude in Section 7. For additional details and results, interested readers can take a look at the Appendices (available online [44]).

2. BACKGROUND AND RELATED WORK

2.1 Basic Physics

Sound is a longitudinal wave, which travels in a medium involving a succession of compressions and rarefactions. Human hearing responds logarithmically to a sound level, hence a logarithmic scale is more suitable to represent acoustic noise (measured in decibels (dB)). The decibel scale can be used to express the amplitude of an acoustic noise source both in terms of pressure and power.

The sound pressure level, $L_p$ (or SPL), for a sound source with sound pressure ($p_{\text{rms}}$) is:

$$L_p = 20 \times \log_{10} \left( \frac{p_{\text{rms}}}{p_{\text{ref}}} \right) \text{ (dB)}$$

where, $p_{\text{ref}} = 2 \times 10^{-6} \text{Pa}$

The sound power level, $L_w$ (or PWL), for a source with power $P$ Watts can be calculated by Equation 2.

$$L_w = 10 \times \log_{10} \left( \frac{P}{P_{\text{ref}}} \right) \text{ (dB)}$$

where, $P_{\text{ref}} = 10^{-12} \text{Watt}$. A change of 3 dB in the level of sound is just noticeable to the human ear, 5 dB is clearly noticeable, while a change of 10 dB is perceived to be two times louder [46]. Figure 1 gives us an idea about the noise levels of typical scenarios.

2.2 Characterization of Sound Waves

The speed of propagation of sound in a medium depends on the temperature. The speed of sound in air, at 20 °C and 1 atmosphere pressure is 343 m/s. At other temperatures it can be calculated by Equation 3.

$$c = 332 + 0.6T_c$$

where, $T_c$ is the air temperature in °C

When multiple sources are present, they can be correlated or uncorrelated. In acoustic theory, correlated sources are defined to have a precise time and frequency relationship between them whereas uncorrelated sources do not have such a relation. Correlation between sources governs how we calculate the overall impact of these sources at a particular point. In the simplest form, we consider $n$ sources with PWLS $L_1, L_2, ..., L_n$ at any point. Then the total sound power level ($L_t$) at that point can be calculated using Equation 4 if they are perfectly correlated and from Equation 5 if they are uncorrelated.

$$L_t = 20 \times \log_{10} \left( \sum_{i=1}^{n} (10^{L_i/10}) \right)$$

$$L_t = 10 \times \log_{10} \left( \sum_{i=1}^{n} (10^{L_i/10}) \right)$$

Appendix A (available online) describes the physics of noise propagation in some more detail.

2.3 Characterization of Noise Produced by Cooling Fans

A cooling fan propels a constant volume of cold air towards an electronic component per second. The cooling air continuously transfers heat from the region where it is generated to some other region via convective heat transfer. The amount of cooling depends on the flow rate of the fan; a higher flow rate achieves a higher amount of cooling. Also, as the flow rate increases, the noise produced by a fan also increases [2].

The amount of cooling achieved ($\Delta T$) is governed by the mass flow rate $m$ of the fan, and the heat transfer rate $\dot{Q}$:

$$\dot{Q} = mC_p\Delta T$$

where, $C_p$ = specific heat of air, and $\Delta T$ = temperature difference.

The volumetric flow rate, $V$ of a fan is related to the mass flow rate $m$ by Equation 7.

$$m = \rho V$$

Equations 6 and 7 can be combined to determine the volumetric flow rate needed to achieve a given amount of heat dissipation, as follows:

$$V = \dot{Q}/\rho C_p \Delta T$$


Lyon and Bergles [2] model the noise generation due to unsteady aerodynamics inside closed electronic packages. The authors establish that acoustic noise produced by cooling air passing through electronic packages has two components. The first is the noise produced by the moving air stream around the blades of the fan and the motor, which is given by Equation 9. The sound level produced by a cooling fan is proportional to the product of the pressure drop across the fan and the flow rate. Although, Equation 9 does not explicitly show the pressure term but its effect is incorporated by expressing it in terms of the other parameters. The second component is due to the turbulent (unsteady) flow of air through the electronic package. As the fast moving air flows through the circuit board, noise is created due to friction between air and the components on the circuit board.
The authors model a relation between the overall PWL and airflow between parallel plates of circuit boards as shown in Figure 2. They propose Equation 10 to estimate the total sound power per unit length. Estimating turbulent sound power involves two steps. First they estimate the noise radiated by one patch as shown in Figure 2, and then they combine all these coherent patches across the length of the board to estimate the overall sound power.

\[
\mathcal{P}_{\text{fan}} = \frac{323 \times \mathcal{P}_{\text{ref}} L^2 q^2}{D^{10}}
\]

where, \(\mathcal{P}_{\text{ref}} = 10^{-12}\) Watt, \(D = 2b\) and \(q\) is the mass flow rate.

\[
\mathcal{P}_{\text{turb}} = \frac{\pi}{16} \times \frac{C_D^2}{\rho c^2} \times \frac{L_c}{w b^6} \times q^5
\]

where, \(\rho\) is the density of the air, \(c\) is the speed of sound in air and \(C_D\) is the drag coefficient (resistance of an object to the movement of air). For electronic packages, \(C_D\) is taken to be 0.1 and \(L_c = b\).

The total sound power generated by a mass flow rate of \(q\) can be calculated by adding Equations 9 and 10.

2.4 Objective

Our main objective is to invite the attention of the computer architecture community towards designing data centers with lower noise levels. We consider the following 5 situations for acoustic noise reduction:

- Minimize noise inside an office in a corner. Data centers typically have a small office in the corner for monitoring the health of the data center.
- Minimize noise in a set of offices along a side.
- Minimize noise at a given point where a worker is assumed to be located.
- Minimize noise at multiple points where multiple workers are assumed to be present. These workers are assumed to be mobile workers who are performing repairs at different sites in the data center.
- Minimize noise on one side of the data center. This is often required when there is an adjoining room that shares a common wall with the data center.

These use cases have been inspired by real world problems and personal communications with data center managers.

2.5 Related Work

Although workload redistribution is a well researched area, most such strategies are targeted at reducing the total power consumption and minimizing thermal hotspots, while our objective is to reduce noise levels. Since there is no prior work in the computer architecture/systems communities (to the best of our knowledge) that looks at smartly scheduling loads in a data center to reduce noise, the closest related work is in the area of workload distribution to minimize thermal hotspots. We list some of the important contributions in this area. Raid et al. [47] describe a method for altering cooling fan flow rates in multi-socket CPU systems to decrease the overall energy consumption. In comparison, Moore et al. [48] take a more global view by exploring hot-spots and cold-spots inside a data center, and then based on thermodynamics principles devise a scheduling algorithm to minimize temperature. Sharma et al. [49] proposed a simpler algorithm where the workload assigned to a rack is inversely proportional to its temperature. This allows workloads to migrate from hot spots to cold spots and thus the temperature profile gets homogenized. A later approach by Vasic et al. [50] uses a thermodynamic model of a data center, and consists of a scheduling algorithm designed using control theoretic concepts. The authors model a closed loop control system consisting of the data center, a scheduler, and a cooling unit. The temperature aware scheduler accounts for small changes in the workload, while large fluctuations are handled by the cooling unit.

However, the problem of noise reduction is different. We were not able to directly apply temperature reduction algorithms to reduce noise. The effects of high temperature are far more localized than noise that propagates further. Additionally, there is a complex relationship between temperature, reduction of fan speed, location of the rack, and the workload assigned. It is hard to capture this relationship analytically, or use solutions targeted to reducing temperature and total power. Heuristics explicitly targeted towards noise reduction performed the best in our evaluation.

Noise reduction problems have been of interest in industrial environments. However, most industrial noise reduction techniques reduce noise at the source (usually by design), in the transmission path (usually by the use of isolators and sound absorbing materials), or at the receiver (by isolating the receiver or providing hearing protection, or workforce rotation). Noise reduction at the source is usually specific to the noise producing machine, and relies on
the underlying mechanism by which noise is produced. Isolating the servers is not possible in our case, because of air flow and maintenance issues. We have already discussed the problems associated with hearing protection at the receiver level. None of these methods can provide a solution for our case. Hence our endeavor is to provide a method for noise control, which can complement the noise reduction offered by better design.

3. ARCHITECTURE

There are two main components apart from the regular components present in a data center - a central server (CS) and a rack controller (RC).

3.1 Central Server

A central server (CS) is responsible for distributing a set of jobs in the data center. Each rack has a rack controller (RC) that collects power and temperature information and periodically sends it to the CS. Using this information, the CS redistributes workloads among the servers based on the noise reduction criteria. The target locations have microphones installed, and the sound level information is also passed to the CS. We assume that tasks can freely migrate between servers. This can be achieved by VM migration technologies such as VMware’s vMotion [51]. After redistributing the workloads, the individual RCs compute locally optimal configurations. The aim is to minimize the flow rate of fans such that the ambient temperature around a rack is below a certain threshold.

Our contributions in this space are a set of heuristics used by the RC and CS to generate good local and global workload configurations respectively. The RC and CS can either be dedicated servers, software entities, or specialized hardware modules running on FPGAs.

3.2 Rack Controller

The rack controller (RC) has two functions. The first function is to periodically take power and temperature measurements and send it to the CS. We can measure the amount of power by either having ammeters in series with the power supply lines of the rack, or by using loop ammeters that are non-intrusive. Additionally, each rack has a set of temperature sensors that measure the temperature at the inlet of servers. The maximum temperature is sent to the CS.

The second function of the RC is to achieve a stable configuration after the CS redistributes the workloads in the data center. The CS sends a message to the RC that contains a list of tasks and their destination IP addresses. These are forwarded to the servers in the rack. They subsequently initiate process migrations. Our scheme is oblivious to the nature of the process migration mechanism. Once, the new workload runs on a rack the RC modulates the fan speeds such that the ambient temperature is less than a given threshold. The terms used are defined in Table 1.

4. THE WORKLOAD DISTRIBUTION ALGORITHM

4.1 Workload Distribution by CS

Initially the CS distributes workloads uniformly over all the running racks. Subsequently, the RC sets fan speeds such that the temperature constraint is met. The algorithm to set the fan speed is as follows. For the sake of simplicity, we assume that the fan speeds of each server in a rack are the same. This is not a very unrealistic assumption given that rack temperature was found to be relatively immune to the power levels of individual servers. At the outset, we measure the inlet temperature of the servers for each possible combination of rack power and fan speed (flow rate). We store this information in a lookup table.

At runtime, our task is to find the fan flow rates which would satisfy the temperature constraint for the given workload distribution. From the lookup table, we can directly determine this for a given server, if all other servers are idle. But at runtime, the neighboring servers too would be running workloads. However, we found the data center to act as a thermal low pass filter. As a result, the inlet temperature at a server is not very strongly dependent on the workloads running on neighboring racks. It is more correlated with the total power dissipation in the data center, and the nature of the cooling. For a given data center layout, once the workloads are distributed, both of these are fixed. Hence the RC can more or less determine the fan flow rate required based on the values stored in the lookup table. There might be some minor violations of the threshold at some servers at runtime. We fix this by increasing the fan speed by one step in each iteration, till the temperature falls below the threshold. We found that we needed no more than 2-3 iterations for this purpose.

We assume two functions in Algorithm 1 – getMaxWorkload(rackId, rackFlow), and getMinFlowRate (rackId, rackPower). The former function returns the maximum amount of workload (measured in terms of power dissipation) that can be placed on a rack given a flow rate, and a temperature threshold. The latter function returns the minimum fan flow rate that is required to run a given workload with power, rackPower, and remain within a temperature threshold. Note that in our algorithm we measure the workload in terms of Watts, and assume that it can fluidly be transferred between servers. A mapping to real processes will be described in Section 5.2.

In the next step, we move workloads from the racks close to the target location where we want to minimize noise, to the remote racks based on two different heuristics.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>$n$</td>
<td>Number of racks in the data center</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Rack temperature limit for safe operation</td>
</tr>
<tr>
<td>$\delta$</td>
<td>Minimum amount by which the fan speed can be changed (in cfm)</td>
</tr>
<tr>
<td>$I_t$</td>
<td>Number of racks that are close to the target point</td>
</tr>
<tr>
<td>$m$</td>
<td>Number of racks that are far away</td>
</tr>
<tr>
<td>$W$</td>
<td>Array containing the power of each rack</td>
</tr>
<tr>
<td>$F$</td>
<td>Array containing the fan flow rates of each rack</td>
</tr>
<tr>
<td>$A$</td>
<td>Array containing the amount of power added to each rack</td>
</tr>
<tr>
<td>$D$</td>
<td>Array containing ranks of the racks sorted on the basis of distance</td>
</tr>
<tr>
<td>$T$</td>
<td>Array containing the temperature of each rack</td>
</tr>
<tr>
<td>$W_{ex}$</td>
<td>Power dissipation of the extracted workloads that have to be migrated</td>
</tr>
</tbody>
</table>

Table 1: Glossary of terms
**Algorithm 1:** Workload Redistribution Algorithm

**Input:** $W, D$

**Output:** $W$ after redistribution of workload.

\[ \theta \leftarrow 26; \ flag1 \leftarrow 0; \ flag2 \leftarrow 0; \ prevSoundLevel \leftarrow 1000; \ soundLevel \leftarrow 0; \]

**repeat**

- **StabilizeTemperature();**
- **ExtractWorkload();**
- **HeuristicI()** OR **HeuristicII();**
- **StabilizeTemperature();**

**if** $(prevSoundLevel < soundLevel); **then**

- $flag1 \leftarrow 1$

**end**

**until** $flag1 \leftarrow 1$

**Procedure** StabilizeTemperature()

**repeat**

- $flag2 \leftarrow 1$

Measure temperature at observation points(T) with $workload W, fan speed F$

**for** $i \leftarrow 1$ to $n$

**if** $(T[i] > \theta)$ **;**

- $flag2 \leftarrow 0$

- $F[i] \leftarrow F[i] + \delta$

**end**

**until** $flag2 \leftarrow 1$

**Procedure** ExtractWorkload()

**for** $i \leftarrow 1$ to $l$

- $j \leftarrow D[i]; \ F[j] \leftarrow F[j] + \delta$

- $Wnew \leftarrow getMaxWorkload(j, F[j]);$

- $Wex \leftarrow Wex + W[j] - Wnew;$

- $W[j] \leftarrow Wnew;$

**end**

**Procedure** HeuristicI()

**repeat**

- $j \leftarrow D[n - i + 1];$

- $F[j] \leftarrow F[j] + \delta$

- $Wnew \leftarrow getMaxWorkload(j, F[j]);$

- $Wex \leftarrow Wex + W[j] - Wnew;$

- $W[j] \leftarrow Wnew;$

checkMaxWorkload();

**until** $Wex \leftarrow 0$

**Procedure** HeuristicII()

**repeat**

- $j \leftarrow D[n - i + 1];$

- $Wprev \leftarrow W[j];$

- $W[j] \leftarrow W[j] + A[j];$

- $F[j] \leftarrow getMinFlowrate(j, W[j]);$

- $Wex \leftarrow Wex + W[j] + Wprev;$

checkMaxWorkload();

**end**

**until** $Wex \leftarrow 0$

**4.2 Workload Extraction from Adjoining Racks**

Let us assume there are $n$ racks in our data center. We have to determine the amount of workload that can be shifted to the servers that are located farthest from the point where we want to minimize noise. To do this, the CS selects $l$ racks for workload extraction, physically closest to the location at which we want to minimize noise. The rack controllers of the corresponding racks reduce the fan speeds by a fixed value, $\delta$. As a consequence, the workload on these $l$ racks has to be reduced (to meet the temperature constraint). From the pre-computed data, the CS figures out the new workload that can be placed on these servers for the reduced flow rate. The difference between the old and the new power consumption for each rack is added to the amount of power that has to be migrated, $Wex$. This task is accomplished by the function $ExtractWorkload()$ in Algorithm 1.

**4.3 Workload Addition to Far-away Servers**

Next, we have to figure out the amount of workload that has to be added to each of the $m$ racks that are far away. In the beginning, additional workloads are added only to racks that are already running. If all the running servers reach the maximum power limit, then we start adding workloads to the previously switched off servers. We have used two different heuristics to determine the workloads that should be added to each rack.

**4.3.1 Heuristic-I**

In this method, the CS maintains a sorted list of the racks in the data center. They are sorted in the order of proximity to the points of interest. The CS sends out a signal to the RCs of the $m$ remotest racks to increase their fan speeds. As a consequence, the amount of power that can be placed on those servers increases. From the pre-computed data set, the CS figures out the new workload that can be accommodated for the increased flow rate, and operates these servers at the increased power levels. The difference between the old and the new workloads (workload added) is reduced from $Wex$. The CS continues migrating tasks until $Wex$ becomes zero. This method is implemented using the procedure $HeuristicI()$ in Algorithm 1.

**4.3.2 Heuristic-II**

In this approach, the workload to be added is calculated by a weighted proportion based method. Let $W_{min} (\neq 0)$ be the lowest possible power consumption of a job and let $D[i]$ be the distance of the $j^{th}$ rack from the point of interest. In the case where multiple workers are present, $D[i]$ is based on the geometric mean of the distances of the workers from the $j^{th}$ rack. $D[i]$ denotes the rack numbers in increasing order of distance from the target location. The amount of power $A[j]$ added to the $j^{th}$ rack is calculated using Equations 11 and 12.

\[
W[j] = \frac{D[j]}{\sum_{k=n-m+1}^{n} D[k]} \quad (11)
\]

\[
A[j] = \left( \frac{W[j]*Wex}{W_{min}} + 1.0 \right) * W_{min} \quad (12)
\]
signed to it. The weight is normalized by the total distance of the far-off racks, so that the sum of the added workload is equal to the total extracted workload.\(^1\) The CS selects the \(m\) farthest servers, and adds \(A[j]\) amount of power to the \(j^{th}\) rack in steps of \(W_{\text{min}}\), where \(A[j]\) is obtained by weighting the extracted power by the factor \(W[j]\). If this additional power results in a violation of the maximum power limit of a rack, then only the permissible amount of power is added and the corresponding amount is subtracted from \(W_{\text{ex}}\). This process is coordinated by the CS. The RC checks using the pre-computed rack data, whether fan speeds for this rack need to be updated since adding extra workloads may cause a temperature violation. The flow rates are updated accordingly, if required. In this step, the CS also checks if it has to start some new servers to accommodate the extracted power. This process is continued until \(W_{\text{ex}}\) becomes zero. In Algorithm 1, the procedure \textit{HeuristicII()} is used to implement this method.

In Algorithm 1, the function \textit{checkMaxWorkload()} checks whether all the currently running servers have reached their maximum power limit. If this is the case, then it turns on a server (the server that is closest to the one being considered in the current iteration). Lists \(W[i]\), \(F[i]\), \(A[i]\) and \(D[i]\) are each of size \(n\), where \(W[i]\) denotes the power consumed by the \(i^{th}\) rack and \(F[i]\) is the flow rate of its fans.

### 4.4 Temperature Stabilization and SPL Distribution

Next, the RC measures the temperature profile for the new workload distribution. To ensure that the target temperature requirements are met, the CS again invokes the function \textit{StabilizeTemperature()}(\(\delta\)). Finally the SPL is measured at the target locations (using microphones) to determine the reduction in sound level obtained, and sent to the CS. If a reduction is obtained with respect to the previous distribution, then the CS re-iterates over the whole process, by reducing the fan speeds once again by \(\delta\). After a few iterations we will hit a local minima. Most of the workload at this point would have been moved to remote servers. The fans at these servers would be running at close to maximum speed. This might lead to an increase in the overall sound level at the target locations. The CS saves the workload distribution for the previous settings, until the sound level for the current distribution is obtained. When the obtained sound level for the current distribution is greater than the previous iteration, the algorithm stops and we obtain a local minima of the sound profile at the target location. The complete algorithm is represented pictorially in Figure 3.

Let us now describe what happens if jobs exit the system, or if new jobs enter the system. If jobs exit the system, then we do not do anything immediately. The CS runs the redistribution algorithm on a periodic basis. The next time that the redistribution algorithm runs, it will find jobs that can be migrated from the nearest \(l\) servers to the farthest \(m\) servers. However, if new jobs are added to the system, the CS is consulted before assigning a new job to a server. In this case the CS either uses Heuristic - I or II to map the jobs to the \(m\) farthest servers if possible (subject to power and temperature constraints). If not, it tries to start new servers, and then assigns jobs to the \(l\) nearest servers as the last resort. To turn off entire racks, the CS runs a periodic algorithm that tries to find servers that have a very little load (< 150 W). Before shutting them off, the CS tries to move their jobs using either heuristic I or II.

The rescheduling period of the algorithm is three data center thermal time constants, which represents an equitable trade-off between the time it takes for temperatures to stabilize and the responsiveness of the algorithms. We simulated the time required to obtain a stable temperature profile in several different scenarios, and observed it to be of the order of minutes, with an average of 3 minutes. Hence we run our rescheduling algorithm every 10 minutes. In [52], the same rescheduling time was used. The overhead due to the algorithm arises primarily from the workload migration time, plus pre and post migration overheads. Sherif et al.\cite{53} studied workload migration overheads in detail, and showed that if live migration is performed, the downtime has a lower bound of 0.314 s and an upper bound of 1.519 s for a typical 1 GB VM on a 10 Gbps link. Hence, the overhead because of our algorithm would be bounded between 0.05 % and 0.25 %. For a slower link speed of 1 Gbps, the lower and upper bounds on the downtime are 0.314 s and 9.498 s respectively. Hence the overhead is between 0.05% and 1.6%. In any case, the overhead is less than 2%, and is therefore affordable. References [54, 55] also report similar or lower overheads.

### 5. EVALUATION

#### 5.1 Experimental Setup

Our data center (12.19m × 3.66m × 9.14m) model consists of 2 CRAC units, 2 power distribution units (PDUs), a raised floor air distribution plenum (0.46m above the data center floor), ceiling plenum (0.61m below the ceiling), cable trays, perforated floor tiles and 44 racks organized in 4 parallel rows as shown in Figure 8. Each rack contains 15 Dell PowerEdge R710 servers. Each such server has 2 Intel Core i7 CPUs, 64 GB main memory, and two 300 GB hard disks connected in a RAID 1 configuration.

##### 5.1.1 Data Center Model for Thermal Simulation

For thermal simulation, we model the data center using Ansys Icepak \cite{56}, which is based on the Fluent \cite{57} CFD package. Icepak supports two different methods for modeling a data center. The first approach is server-based, where we model a data center at the granularity of individual servers (including all its components such as the PCB, CPUs, heat sinks, and fans). These servers are then stacked to create racks, which are then arranged in rows to create a data center. The second approach is macro-based, where built-in macros are used for the various data center components such as racks, CRACs, perforated floor tiles, and power distribution units (PDUs) (Figure 8). Each rack is characterized by its power dissipation, and air flow. Scaling a server-based model to the level of a medium sized data center results in very complex and slow simulations. Additionally, we found issues with convergence. Hence, we used a macro-based model that does not have these problems, and simultaneously preserves accuracy. For meshing also, we have two approaches: conformal meshing and non-conformal meshing. The simulation time of a given model depends on the complexity of the mesh, and the nature of meshing. The conformal meshing scheme produces a mesh...
of the same size for each object. Hence, small objects unnecessarily increase the mesh complexity of larger objects around them. Non-conformal meshing allows every object to be meshed separately, allowing larger objects to be meshed with a coarser mesh. Hence we use the non-conformal meshing scheme, which reduces the mesh complexity, and has a reasonable simulation time and accuracy, along with a stable temperature profile.

Figure 4 shows the non-conformal mesh generated for the data center.

We use our thermal simulation model to estimate the temperature of a data center given a distribution of workloads across the servers and a set of fan speeds.

The typical power consumption in a data center has been reported to range between 4 – 8 kW per rack ([58]). The latest survey by the Data Center User’s Group ([59]) cited the average power density per rack in a data center to be 5.94 kW ([60]). To qualitatively verify our model, we used synthetic data and randomly assigned an intermediate workload (4000 Watt) and low flow rate (500 cubic foot per minute (cfm)) to half the racks (in the first two rows closest to the CRAC units). To the remaining racks, we assigned a larger workload (6000 Watt) and a flow rate of 1000 cfm.

We performed a CFD analysis of the model and found out that the solution converges quickly and the flow pattern obtained (Figure 6) is similar to what we intuitively expect (Figure 5). Figure 7 shows the temperature contour on the faces of each block in the data center model. We can observe that the temperature contours are consistent with the air flow since areas in which cold air from the CRAC units reaches have a lower temperature, and areas in which warm air flows have a higher temperature. Also, areas around the racks with a larger workload have a greater average temperature.

Figure 3: The complete workload redistribution algorithm

Figure 4: Data center mesh created using non-conformal meshing

Figure 5: Expected air flow pattern inside the data center

5.1.2 Data Center Model for Acoustic Simulation

Once thermal simulation is done, we need to model the
acoustic noise distribution with the cooling fans acting as sources of noise. The sound power generated by the fans depends on their flow rate as given by Equations 9 and 10. To find the acoustic profile, we used the open source tool AcouSTO [43]. AcouSTO is a popular acoustic simulator, which uses the boundary element method to solve the Kirchhoff-Helmholtz equation. To verify the accuracy of AcouSTO, we conducted experiments with real sound sources and measured the acoustic field. We placed a sound source producing a single frequency (250 Hz) noise in a room and measured the SPL at various points in the room. A sample Gmsh model of the room is shown in Figure 9. The open area in the model consisted of windows and doors. The room had painted brick walls (absorptivity, $\alpha = 0.01$), glass windows and doors (absorptivity, $\alpha = 0.25$). Figure 10 shows the top view of the room with the location of the source (2.09, 0.0, 2.7), and the points where we measured the SPL. For the acoustic simulation, we calculated the source power from the measured SPL at a point close to the source using Equation 13 and appropriately specified the boundary conditions.

$$L_w = L_p + 10 \times \log_{10} \left( \frac{Q}{4\pi r^2} \right) \tag{13}$$

where, $Q$ is the directivity factor.

Table 2 shows the values of observed and simulated SPL at various observation points. The maximum error was found to be around 1.2 dB, or 2.2%, which may be due to our point source model assumption and errors in specifying exact boundary conditions. We also verified the SPL produced by a single point source of 1 Watt placed in an open field at 20°C. The theoretical SPL value at 1 metre from the source is 109.17 dB, which matches the result obtained by AcouSTO up to the fourth decimal place.

<table>
<thead>
<tr>
<th>Distance from source (m)</th>
<th>Observed SPL (dB)</th>
<th>Simulated SPL (dB)</th>
<th>Absolute difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>83</td>
<td>81.8</td>
<td>1.2</td>
</tr>
<tr>
<td>1.2</td>
<td>75</td>
<td>76.1</td>
<td>1.1</td>
</tr>
<tr>
<td>2.4</td>
<td>69</td>
<td>69.9</td>
<td>0.9</td>
</tr>
<tr>
<td>3.6</td>
<td>72</td>
<td>72.6</td>
<td>0.6</td>
</tr>
<tr>
<td>4.8</td>
<td>68</td>
<td>67.5</td>
<td>0.5</td>
</tr>
<tr>
<td>6.0</td>
<td>73</td>
<td>72.1</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2: Observed and simulated SPL (dB) for verifying the setup

Figure 9: Geometry of the room with the structure of the mesh

We start out by manually creating a mesh with the publicly available Gmsh [61] mesh generator. We specify the absorption and reflection coefficients of the boundaries. Subsequently, we set the orientation of the normal vector of each boundary surface, which decides its reaction to an incident sound wave. For the data center boundaries, we choose inward oriented normal vectors, making the walls behave as a cuboidal cavity, whereas for the racks, we create two surfaces per face - one with the normal vector facing inwards and the other with the normal vector facing outwards. Since sound sources are present inside the racks, an inward oriented normal vector is required, and the outward normal vector represents sound waves that propagate through the
rack, and are reflected off its outer surface. Lastly, we set the appropriate temperature at different points since the speed of sound is dependent on temperature. For simplicity, each rack is taken to be a single acoustic noise source by lumping together the noise produced by each server. To measure the SPL at points of interest, we specify microphones distributed on a plane in a mesh format generated by using Gmsh.

5.2 Simulation Methodology

We simulated the data center using a C++ program that invokes Ansys Iecpak and AcouSTO. The C++ program simulates the functionality of the CS and the RCs. For the workloads, we consider a bag-of-tasks model, and assume that different servers in the data center run independent tasks. We created 40 combinations of 8 benchmarks with applications in financial analytics, computer vision, and data mining (from the Parsec suite [62] - blackscholes, bodytrack, ferret, freqmine, swaptions, canneal, streamcluster, and swaptionsLarge) and measured the server power at steady state using a loop ammeter. We randomly distribute the combinations across the servers.

The rated maximum power consumption of the Dell PowerEdge R710 server is 415.9 Watt [63], which results in a maximum rack power consumption of around 6000 Watt. We discretize this range at intervals of 1000 Watt and use the algorithm in [64] to find a subset of workloads whose power values add up to 1000 Watt. More than 99% of the time, we were able to find a subset with an error of ±25 Watt. Similarly, we discretize the fan flow values in the range [500, 1500] cfm at intervals of 250 cfm. Note that the exact nature of the benchmarks is not important for demonstrating the efficacy of our algorithm. We primarily need to be able to find a set of workloads whose power values add up to multiples of approximately 1 kW. The benchmarks used demonstrate that this is indeed possible in practice.

5.2.1 Utilization Scenarios

We consider 3 scenarios for evaluation, with 50%, 75% and 90% of the servers running, as mentioned in Table 3. For each server utilization scenario, we compare the noise levels at target locations using a uniform workload distribution, a distribution based on the algorithm in [49] (proposed to remove thermal hotspots), and after applying heuristic-I and heuristic-II.

Some thermally efficient workload placement algorithms reduce hotspots by scheduling workloads at the colder servers. A highly cited paper [49] proposed a technique for workload redistribution to maintain uniform temperatures across the data center. We have implemented this technique and evaluated the noise levels obtained using this algorithm. We compare the results obtained using our heuristics with this method.

The CRAC units supply cold air at a temperature of 12.78 °C and with a mass flow rate of 7.21 kg/s. The threshold temperature in the data center is 30 °C. A maximum workload of 8000 Watt can be accommodated by a rack.

The locations of the target points considered for noise reduction are given in Table 4. We assume the origin of our data center to be located in the middle (the floor is on the x-y plane). The corner office is of dimensions 4 ft × 12 ft × 6 ft (= 1.2192 m × 3.6576 m × 1.8288 m), with the center at (5.49, 0, 3.66). In the multiple offices case, we consider a set of five offices of equal dimensions located along one wall. The workers are considered to be confined to within 2 feet of the locations mentioned in Table 4.

5.2.2 Estimation of Acoustic Power

We assume that the rack flow rate is divided uniformly among all the 15 servers in a rack. For each server, we estimate the fan and turbulent noise power using Equations 9 and 10, by taking \( w = 0.44 \text{ m} \) and \( b = 0.086 \text{ m} \) as per the server dimensions [65]. Finally, we calculate the acoustic power level for each server and rack. We consider the noise generated by server fans only, and neglect the noise from the CPU fans, because the CPU fans typically generate much lower noise (30 – 40 dB [66]) as compared to server fans (55 – 59 dB [65]). Table 6 shows the calculated PWL for various flow rates.

Data center boundaries are made of brick walls (absorption, \( \alpha = 0.01 \)) and rack cabinets are made of steel (absorption, \( \alpha = 0.39 \)). These values of absorbivity correspond to a sound frequency of 250 Hz. We evaluate sound levels at this frequency because cooling fans generate the largest amount of noise around this frequency [67].

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Operational racks (%)</th>
<th>Total workload in the data center (kW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scenario-I</td>
<td>50</td>
<td>132</td>
</tr>
<tr>
<td>Scenario-II</td>
<td>75</td>
<td>165</td>
</tr>
<tr>
<td>Scenario-III</td>
<td>90</td>
<td>200</td>
</tr>
</tbody>
</table>

Table 3: Utilization scenarios

6. RESULTS

Table 5 shows the SPL at various points considered for noise reduction in different scenarios. Table 7 summarizes the noise reduction obtained in the various scenarios. The optimal \((l, m)\) values obtained empirically are (22, 22) for all settings, other than the corner office (18, 26).

We observe that temperature based distribution is better than uniform distribution only when the data center utilization is low. Also, the heuristics directed at explicitly reducing noise outperform the temperature based distribution method in nearly all the evaluated cases. Our heuristics give up to 16 dB lower noise levels, with at least 5 dB lower noise in 75% of the cases. These results clearly show that the heuristics developed for reducing noise are really needed and temperature based scheduling algorithms are not very effective for this purpose.

In Table 5 (50% utilization scenario: 132 kW total power) we find that the noise reduction obtained using the two heuristics is roughly 8 dB for the corner office, 6 dB for multiple offices and the mobile worker, 9-10 dB for multiple (2) workers, and 1-2 dB for the side wall. When we consider multiple workers, we report noise values for each point. For all other cases, we consider the mean noise value.

<table>
<thead>
<tr>
<th>Name</th>
<th>Center ((x, y, z))</th>
</tr>
</thead>
<tbody>
<tr>
<td>Corner Office</td>
<td>((5.49, 0, 3.66))</td>
</tr>
<tr>
<td>Multiple Offices</td>
<td>((5.49, 0, 0))</td>
</tr>
<tr>
<td>Mobile Worker</td>
<td>((0, 0, 0))</td>
</tr>
<tr>
<td>Multiple Workers</td>
<td>((4.6, 0, -2)) &amp; ((2.1, 0, 2.6))</td>
</tr>
<tr>
<td>Side Wall</td>
<td>Plane (z = -4.5)</td>
</tr>
</tbody>
</table>

Table 4: Various target points and their location
<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Corner Office</th>
<th>Multiple Offices</th>
<th>Mobile Worker</th>
<th>Multiple Workers</th>
<th>Wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Distribution</td>
<td>83.12</td>
<td>80.72</td>
<td>93.60</td>
<td>86.19</td>
<td>95.71</td>
</tr>
<tr>
<td>Temperature based Distribution</td>
<td>79.96</td>
<td>79.68</td>
<td>95.15</td>
<td>81.84</td>
<td>91.82</td>
</tr>
<tr>
<td>Heuristic-I</td>
<td>74.73</td>
<td>74.00</td>
<td>87.37</td>
<td>70.36</td>
<td>86.51</td>
</tr>
<tr>
<td>Heuristic-II</td>
<td>73.47</td>
<td>79.42</td>
<td>80.40</td>
<td>77.08</td>
<td>85.97</td>
</tr>
</tbody>
</table>

### 50% Utilization Scenario

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Corner Office</th>
<th>Multiple Offices</th>
<th>Mobile Worker</th>
<th>Multiple Workers</th>
<th>Wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Distribution</td>
<td>83.10</td>
<td>81.82</td>
<td>93.93</td>
<td>84.19</td>
<td>96.45</td>
</tr>
<tr>
<td>Temperature based Distribution</td>
<td>81.59</td>
<td>84.13</td>
<td>98.27</td>
<td>89.27</td>
<td>91.36</td>
</tr>
<tr>
<td>Heuristic-I</td>
<td>80.38</td>
<td>83.33</td>
<td>90.33</td>
<td>78.60</td>
<td>87.57</td>
</tr>
<tr>
<td>Heuristic-II</td>
<td>80.50</td>
<td>88.19</td>
<td>90.33</td>
<td>85.18</td>
<td>90.66</td>
</tr>
</tbody>
</table>

### 75% Utilization Scenario

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Corner Office</th>
<th>Multiple Offices</th>
<th>Mobile Worker</th>
<th>Multiple Workers</th>
<th>Wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Distribution</td>
<td>85.10</td>
<td>88.47</td>
<td>102.48</td>
<td>91.65</td>
<td>100.08</td>
</tr>
<tr>
<td>Temperature based Distribution</td>
<td>89.04</td>
<td>89.73</td>
<td>105.39</td>
<td>86.70</td>
<td>103.05</td>
</tr>
<tr>
<td>Heuristic-I</td>
<td>84.80</td>
<td>82.63</td>
<td>98.40</td>
<td>90.20</td>
<td>94.72</td>
</tr>
<tr>
<td>Heuristic-II</td>
<td>80.50</td>
<td>84.50</td>
<td>90.33</td>
<td>85.18</td>
<td>90.66</td>
</tr>
</tbody>
</table>

### 90% Utilization Scenario

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Corner Office</th>
<th>Multiple Offices</th>
<th>Mobile Worker</th>
<th>Multiple Workers</th>
<th>Wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>Uniform Distribution</td>
<td>85.30</td>
<td>88.47</td>
<td>102.48</td>
<td>91.65</td>
<td>100.08</td>
</tr>
<tr>
<td>Temperature based Distribution</td>
<td>89.04</td>
<td>89.73</td>
<td>105.39</td>
<td>86.70</td>
<td>103.05</td>
</tr>
<tr>
<td>Heuristic-I</td>
<td>84.80</td>
<td>82.63</td>
<td>98.40</td>
<td>90.20</td>
<td>94.72</td>
</tr>
<tr>
<td>Heuristic-II</td>
<td>80.50</td>
<td>84.50</td>
<td>90.33</td>
<td>85.18</td>
<td>90.66</td>
</tr>
</tbody>
</table>

### Table 5: Sound pressure level (dB) at various points of interest

<table>
<thead>
<tr>
<th>Flow rate (cfm)</th>
<th>PWL (dB)</th>
<th>Algorithm</th>
<th>Corner Office</th>
<th>Multiple Offices</th>
<th>Mobile Worker</th>
<th>Multiple Workers</th>
<th>Wall</th>
</tr>
</thead>
<tbody>
<tr>
<td>500</td>
<td>77.5</td>
<td>Heuristic-I</td>
<td>8.39</td>
<td>6.12</td>
<td>6.23</td>
<td>9.63</td>
<td>8.90</td>
</tr>
<tr>
<td>750</td>
<td>86.32</td>
<td>Heuristic-II</td>
<td>7.65</td>
<td>1.30</td>
<td>4.20</td>
<td>9.11</td>
<td>9.74</td>
</tr>
<tr>
<td>1000</td>
<td>92.5</td>
<td>Heuristic-I</td>
<td>4.72</td>
<td>8.49</td>
<td>3.60</td>
<td>5.99</td>
<td>8.88</td>
</tr>
<tr>
<td>1250</td>
<td>97.5</td>
<td>Heuristic-II</td>
<td>4.60</td>
<td>3.63</td>
<td>3.60</td>
<td>-0.99</td>
<td>5.79</td>
</tr>
<tr>
<td>1500</td>
<td>101.38</td>
<td>Heuristic-I</td>
<td>0.50</td>
<td>5.84</td>
<td>4.08</td>
<td>1.45</td>
<td>3.36</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Heuristic-II</td>
<td>5.66</td>
<td>6.23</td>
<td>3.83</td>
<td>1.15</td>
<td>13.06</td>
</tr>
</tbody>
</table>

### Table 6: Sound power level for various flow rates

### Table 7: Acoustic noise reduction (dB) with heuristics for various points of interest

at all the grid points. It is difficult to reduce noise for the side wall because we need to move a lot of jobs away from it, and this starts violating temperature constraints at distant nodes. Heuristic-I is marginally better than Heuristic-II for this case. This is because when the data center utilization is lower, the extracted workload can be accommodated in a small number of servers. Heuristic-I steps up fan speeds of the farthest servers one by one until the extracted workload is accommodated. However, with Heuristic-II, workloads are added to all the distant servers in inverse order of their distances. Thus the noise is lower at the target location with Heuristic-I.

Let us now consider the 75% utilization scenario (165 kW total power). Here, the gains are lower (but still significant). Since we have a larger workload, and lesser room to move tasks, we reach maximum power and temperature thresholds easily. Here also Heuristic I is better.

However, we see a reverse effect with 90% utilization (see Table 5). The gains are between 2-13 dB, and Heuristic-II is better. In specific, for the case of 2 workers, the noise reduces from 100.1 dB with the uniform distribution, and 103.1 dB with the temperature based distribution, to 87 dB, which is significant. The reason for the increased variance is that the overall noise levels are higher, and any redistribution of the workloads can significantly reduce noise if it is effective. For high power levels (200 kW), most of the servers have already reached the power threshold. Hence in Heuristic-I the fan speed of almost all the remote racks are increased. Heuristic-II however does a more intelligent redistribution. Thus we may not need to increase the fan speed of all the remote racks, which results in lower noise levels than Heuristic-I. The online appendices [44] contain a detailed set of results: SPL profiles for each scenario, temperature distribution, and power consumption of different combinations of benchmarks.

### 6.1 Example

Let us consider the case of the corner office with Heuristic I (50% utilization). Figure 11 shows the SPL distribution at the beginning, and Figure 12 shows the SPL distribution...
Figure 12: SPL distribution after applying heuristic-I for the corner office at 50% utilization

Figure 13: Rack count distribution with PWL for heuristic-I at 50% utilization

Figure 14: Rack count distribution with PWL for heuristic-II at 50% utilization

after redistribution. We can clearly see that jobs have moved away from the corner office (marked with a rectangle).

6.2 Comparison of the Heuristics

For 50% utilization, Figures 13 and 14 show the rack count distribution versus PWL values for heuristic-I and heuristic-II, respectively. We report the PWL of idle servers as -57 dB\(^2\) (background noise). Initially each running rack was assigned a flow rate of 1000 cfm (using the pre-computed data, which corresponds to 92.5 dB), but after CFD analysis the temperature at some points was found to exceed the threshold, so the flow rate of racks near them was increased by 250 cfm. That is why we get 3 racks with a PWL value of 97.4 dB. After workload redistribution, the acoustic power of the racks close to the points of interest got reduced to 77.5 dB and for racks farther away, it increased to 97.4 dB. Also, in the redistribution process some new racks are assigned workloads, which were initially idle.

We can clearly see why Heuristic I performs better. It has more idle racks. The proportional weighting method tries to distribute jobs in every rack that is farther away, and this is a bad strategy. It is better to have some really noisy servers that are far away (as we can see in the graphs).

6.3 Cost - Benefit Analysis

As discussed in Section 1, a pair of good noise canceling headphones cost 500 USD, dedicated server rooms cost tens of thousands of dollars, and rack enclosures cost thousands of dollars. In comparison, the only additional hardware needed to implement our method is the rack controller. Each data center already has a job manager, which assigns incoming workloads to the different servers. The CS takes the role of the job manager. The RC can be implemented on an Arduino board costing less than 30 USD. We have already discussed the performance overhead in Section 3, which is < 1% in the general case. If there are additional Quality of Service requirements, we can add a factor in the workload migration algorithm that depends on the memory footprint of the VM to be migrated. This will reduce the number of migrations in the case of very memory intensive applications and ensure that the Service Level Agreement is not violated.

There are two more issues that we would like to address. Most thermally efficient workload placement algorithms try to homogenize the thermal profile such that hotspots are not created. Our algorithm too ensures that the thermal threshold is never exceeded, and hence the cost of cooling would remain the same. Also, the fan power consumption is much lower than the CPU power consumption in a data center. Therefore, for all practical purposes, it is neglected.

7. CONCLUSION

In this paper, we proposed a methodology to model the acoustic profile of data centers using AcouSTO and Ansys Icepak. We made several non-trivial design choices along the way that helped us to quickly attain convergence in both Icepak and AcouSTO. We verified our setup with real world data.

A temperature based algorithm does not provide any reliable reduction in noise as compared to a uniform distribution. Hence we explored two simple noise aware workload redistribution heuristics that can reduce the noise at points of interest by 6-10 dB in most cases, which is significant. Without applying our technique, the ambient noise was in the range of 85-95 dB, which is not permissible according to OSHA or European regulations. Our approaches were able to reduce the noise level and make the system conformant with OSHA regulations. All of this was achieved with a maximum performance loss limited to 1.6%. Developing more sophisticated noise reduction algorithms is a part of the future work.
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