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Outline

• Last Class
• Reinforcement Learning
• Model-Based Reinforcement Learning

• This Class
• Model-Free Reinforcement Learning

• Reference Material
• Please follow the notes as the primary reference on this topic. 
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Model-Based RL vs. Model-Free RL

• Model-Based RL
• Used data to infer a model and compute a policy
• Problem

• Storing the model (and computing the policy) can be difficult. 

• Can we compute a policy in a way that “avoids” storing the model?
• Note that we still need to store “some” statistics over our experience 
• Hence, maintain an estimate of the “value” function. 

• Model-Free RL
• Bypass explicit learning of the intermediate model. 
• Can sample trajectories from the world directly and estimate a value function 

without the model. 
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Monte Carlo Methods

5

• Learning the state-value function for a given policy
• What is the value of a state?

• Expected return – expected cumulative future discounted reward

• Key Idea
• Sample trajectories from the world directly and estimate a value function 

without a model
• Simply average the returns observed after visits to that state. 
• As more returns are observed the average should converge to the expected 

value. 
• Each occurrence of a state in an episode is a called a visit to the state. 



Toy Example: Monte Carlo Method
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Input Policy p

Assume: g = 1

Observed Episodes (Training)

A

B C D

E

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

E, north, C, -1
C, east,   A, -1
A, exit,    x, -10

Episode 1 Episode 2

Episode 3 Episode 4

E, north, C, -1
C, east,   D, -1
D, exit,    x, +10

Value/utility of state c
Vp(C) = ((9 + 9 + 9 +(-11))/4)

= 4



Toy Example: Monte Carlo Method
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Input Policy p

Assume: g = 1

Observed Episodes (Training)

A

B C D

E

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

E, north, C, -1
C, east,   A, -1
A, exit,    x, -10

Episode 1 Episode 2

Episode 3 Episode 4

E, north, C, -1
C, east,   D, -1
D, exit,    x, +10

Value/utility of state c
Vp(C) = ((9 + 9 + 9 +(-11))/4)

= 4

Output Values

A

B C D

E

+8 +4 +10

-10

-2



Monte Carlo Methods
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• Advantage
• Do not require the MDP dynamics or rewards

• Disadvantage
• Can only be applied to episodic MDPs

• Averaging over the returns from a complete episode
• Requires each episode to terminate



First-Visit Monte Carlo (FVMC) Policy 
Evaluation

9
Pseudo-code from Sutton and Barto (Reinforcement Learning) Ch 5 (Sec. 5.1)

Initialize the value function arbitrarily.

Loop over the episode from the end 
till the start. 

Account for the discounting of the reward

Except if (unless) the state has been visited 
from time 0 till (t-1) append and average out 
the results. 
I.e., only update the value estimate if this is 
the first visit to the state. 



First-Visit Monte Carlo (FVMC)
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• First-Visit Monte Carlo (FVMC)
• Averages the returns following the first visit to a state s in the episode. 

• Every-visit Monte Carlo (EVMC)
• Averages returns following all the visits to s. 

• Convergence
• FVMC – error falls as 1/N(s). Needs lots of data
• EVMC - error falls quadratically, slightly better data efficiency. 

So, now we know how to evaluate a policy. 
What about improving the policy now?



Policy Improvement
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Two problems in the last pseudo-code in doing policy improvement. 
1. How to obtain the policy?
• Note: we only stored the state value function. In the absence of a model, we 

cannot compute the policy.  
• Solution: Store the state-action values.

2. How to ensure the coverage of states?
• Solution: Use epsilon-greedy policies

• Most of the time select an action that has maximal estimated action value. 
• But with probability epsilon, instead, select an action at random. 



Policy Improvement (Monte Carlo Control)
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Pseudo-code from Sutton and Barto (Reinforcement Learning) Ch 5 (Sec. 5.4)

An ✏� soft policy is one for which ⇡(a|s) � ✏
|A(s)| for all states and actions

for some ✏
<latexit sha1_base64="0Y10lhTbpGqw3OkzU5H15do8KyM=">AAACanicbVFNbxMxFPRu+SiBQigSCPVikUVKD0S7vdBjKy4ci0TaStkoeuu8Tax6bePnbRVtcuhf7I1fwIUfgbMNAlrmNJp5o/c8LqyS5NP0exRvPXj46PH2k87TZzvPX3Rf7p6SqZ3AoTDKuPMCCJXUOPTSKzy3DqEqFJ4VF5/W/tklOpJGf/ULi+MKZlqWUoAP0qR7fax5kqMlqYz+QKb0CbdGSbHgkrjRyEvj+NVcinmYs7IPS9rn+Qy/8bx0IJrf2VWzPO7T/nKVtAlQipMHj8RBTzmI9TpqLTIV/tmZTLq9dJC24PdJtiE9tsHJpHuTT42oK9ReKCAaZan14wacl0LhqpPXhBbEBcxwFKiGCmnctFWt+PugTNszSqM9b9W/Ew1URIuqCJMV+Dnd9dbi/7xR7cvDcSO1rT1qcbuorBX3hq9751PpUHi1CASEk+FWLuYQGvThdzqhhOzuk++T04NBlg6yLwe9o3RTxzbbY+9Yn2XsIztin9kJGzLBfkQ70evoTfQz3o3fxnu3o3G0ybxi/yBOfgHYbLjJ</latexit><latexit sha1_base64="0Y10lhTbpGqw3OkzU5H15do8KyM=">AAACanicbVFNbxMxFPRu+SiBQigSCPVikUVKD0S7vdBjKy4ci0TaStkoeuu8Tax6bePnbRVtcuhf7I1fwIUfgbMNAlrmNJp5o/c8LqyS5NP0exRvPXj46PH2k87TZzvPX3Rf7p6SqZ3AoTDKuPMCCJXUOPTSKzy3DqEqFJ4VF5/W/tklOpJGf/ULi+MKZlqWUoAP0qR7fax5kqMlqYz+QKb0CbdGSbHgkrjRyEvj+NVcinmYs7IPS9rn+Qy/8bx0IJrf2VWzPO7T/nKVtAlQipMHj8RBTzmI9TpqLTIV/tmZTLq9dJC24PdJtiE9tsHJpHuTT42oK9ReKCAaZan14wacl0LhqpPXhBbEBcxwFKiGCmnctFWt+PugTNszSqM9b9W/Ew1URIuqCJMV+Dnd9dbi/7xR7cvDcSO1rT1qcbuorBX3hq9751PpUHi1CASEk+FWLuYQGvThdzqhhOzuk++T04NBlg6yLwe9o3RTxzbbY+9Yn2XsIztin9kJGzLBfkQ70evoTfQz3o3fxnu3o3G0ybxi/yBOfgHYbLjJ</latexit><latexit sha1_base64="0Y10lhTbpGqw3OkzU5H15do8KyM=">AAACanicbVFNbxMxFPRu+SiBQigSCPVikUVKD0S7vdBjKy4ci0TaStkoeuu8Tax6bePnbRVtcuhf7I1fwIUfgbMNAlrmNJp5o/c8LqyS5NP0exRvPXj46PH2k87TZzvPX3Rf7p6SqZ3AoTDKuPMCCJXUOPTSKzy3DqEqFJ4VF5/W/tklOpJGf/ULi+MKZlqWUoAP0qR7fax5kqMlqYz+QKb0CbdGSbHgkrjRyEvj+NVcinmYs7IPS9rn+Qy/8bx0IJrf2VWzPO7T/nKVtAlQipMHj8RBTzmI9TpqLTIV/tmZTLq9dJC24PdJtiE9tsHJpHuTT42oK9ReKCAaZan14wacl0LhqpPXhBbEBcxwFKiGCmnctFWt+PugTNszSqM9b9W/Ew1URIuqCJMV+Dnd9dbi/7xR7cvDcSO1rT1qcbuorBX3hq9751PpUHi1CASEk+FWLuYQGvThdzqhhOzuk++T04NBlg6yLwe9o3RTxzbbY+9Yn2XsIztin9kJGzLBfkQ70evoTfQz3o3fxnu3o3G0ybxi/yBOfgHYbLjJ</latexit><latexit sha1_base64="0Y10lhTbpGqw3OkzU5H15do8KyM=">AAACanicbVFNbxMxFPRu+SiBQigSCPVikUVKD0S7vdBjKy4ci0TaStkoeuu8Tax6bePnbRVtcuhf7I1fwIUfgbMNAlrmNJp5o/c8LqyS5NP0exRvPXj46PH2k87TZzvPX3Rf7p6SqZ3AoTDKuPMCCJXUOPTSKzy3DqEqFJ4VF5/W/tklOpJGf/ULi+MKZlqWUoAP0qR7fax5kqMlqYz+QKb0CbdGSbHgkrjRyEvj+NVcinmYs7IPS9rn+Qy/8bx0IJrf2VWzPO7T/nKVtAlQipMHj8RBTzmI9TpqLTIV/tmZTLq9dJC24PdJtiE9tsHJpHuTT42oK9ReKCAaZan14wacl0LhqpPXhBbEBcxwFKiGCmnctFWt+PugTNszSqM9b9W/Ew1URIuqCJMV+Dnd9dbi/7xR7cvDcSO1rT1qcbuorBX3hq9751PpUHi1CASEk+FWLuYQGvThdzqhhOzuk++T04NBlg6yLwe9o3RTxzbbY+9Yn2XsIztin9kJGzLBfkQ70evoTfQz3o3fxnu3o3G0ybxi/yBOfgHYbLjJ</latexit>

In literature, a policy is called soft if ⇡(a|s) > 0 for all s 2 S and all a 2 A(s).
<latexit sha1_base64="uPT2+De9e2ME2w4Wb9u3PDCAVM0=">AAACUnicbVJNbxMxEHXCVwmFBjhyGZFFSiUU7fYCJ1TEBW5FkLZSNopmvbPNqF7bsr1I0ZLfiIS48EO4cACcTQ7Q8k5P772RZ55cWMU+pOn3Xv/GzVu37+zdHdzbv//gYPjw0ak3jZM0lUYZd16gJ8WapoGDonPrCOtC0Vlx+Wbjn30i59noj2FlaV7jheaKJYYoLYb8ToPiQA5D4+g5IFijWK6APUhUikrIqbbL1psqrIErSH LLY/zsD+EVpAlUxkHMQeIhZw0fEkBdbhXslNdjf5hMYLAYjtJJ2gGuk2xHRmKHk8Xwa14a2dSkg1To/SxLbZi36AJLRetB3niyKC/xgmaRaqzJz9uukjU8i0rZLVcZHaBT/55osfZ+VRcxWWNY+qveRvyfN2tC9XLesrZNIC23D1WNgmBg0y+U7EgGtYoEpeO4K8glOpSxY78pIbt68nVyejTJ0kn2/mh0nO7q2BNPxFMxFpl4IY7FW3EipkKKL+KH+CV+9771fvbjL9lG+73dzGPxD/r7fwBizq8F</latexit><latexit sha1_base64="uPT2+De9e2ME2w4Wb9u3PDCAVM0=">AAACUnicbVJNbxMxEHXCVwmFBjhyGZFFSiUU7fYCJ1TEBW5FkLZSNopmvbPNqF7bsr1I0ZLfiIS48EO4cACcTQ7Q8k5P772RZ55cWMU+pOn3Xv/GzVu37+zdHdzbv//gYPjw0ak3jZM0lUYZd16gJ8WapoGDonPrCOtC0Vlx+Wbjn30i59noj2FlaV7jheaKJYYoLYb8ToPiQA5D4+g5IFijWK6APUhUikrIqbbL1psqrIErSH LLY/zsD+EVpAlUxkHMQeIhZw0fEkBdbhXslNdjf5hMYLAYjtJJ2gGuk2xHRmKHk8Xwa14a2dSkg1To/SxLbZi36AJLRetB3niyKC/xgmaRaqzJz9uukjU8i0rZLVcZHaBT/55osfZ+VRcxWWNY+qveRvyfN2tC9XLesrZNIC23D1WNgmBg0y+U7EgGtYoEpeO4K8glOpSxY78pIbt68nVyejTJ0kn2/mh0nO7q2BNPxFMxFpl4IY7FW3EipkKKL+KH+CV+9771fvbjL9lG+73dzGPxD/r7fwBizq8F</latexit><latexit sha1_base64="uPT2+De9e2ME2w4Wb9u3PDCAVM0=">AAACUnicbVJNbxMxEHXCVwmFBjhyGZFFSiUU7fYCJ1TEBW5FkLZSNopmvbPNqF7bsr1I0ZLfiIS48EO4cACcTQ7Q8k5P772RZ55cWMU+pOn3Xv/GzVu37+zdHdzbv//gYPjw0ak3jZM0lUYZd16gJ8WapoGDonPrCOtC0Vlx+Wbjn30i59noj2FlaV7jheaKJYYoLYb8ToPiQA5D4+g5IFijWK6APUhUikrIqbbL1psqrIErSH LLY/zsD+EVpAlUxkHMQeIhZw0fEkBdbhXslNdjf5hMYLAYjtJJ2gGuk2xHRmKHk8Xwa14a2dSkg1To/SxLbZi36AJLRetB3niyKC/xgmaRaqzJz9uukjU8i0rZLVcZHaBT/55osfZ+VRcxWWNY+qveRvyfN2tC9XLesrZNIC23D1WNgmBg0y+U7EgGtYoEpeO4K8glOpSxY78pIbt68nVyejTJ0kn2/mh0nO7q2BNPxFMxFpl4IY7FW3EipkKKL+KH+CV+9771fvbjL9lG+73dzGPxD/r7fwBizq8F</latexit><latexit sha1_base64="uPT2+De9e2ME2w4Wb9u3PDCAVM0=">AAACUnicbVJNbxMxEHXCVwmFBjhyGZFFSiUU7fYCJ1TEBW5FkLZSNopmvbPNqF7bsr1I0ZLfiIS48EO4cACcTQ7Q8k5P772RZ55cWMU+pOn3Xv/GzVu37+zdHdzbv//gYPjw0ak3jZM0lUYZd16gJ8WapoGDonPrCOtC0Vlx+Wbjn30i59noj2FlaV7jheaKJYYoLYb8ToPiQA5D4+g5IFijWK6APUhUikrIqbbL1psqrIErSH LLY/zsD+EVpAlUxkHMQeIhZw0fEkBdbhXslNdjf5hMYLAYjtJJ2gGuk2xHRmKHk8Xwa14a2dSkg1To/SxLbZi36AJLRetB3niyKC/xgmaRaqzJz9uukjU8i0rZLVcZHaBT/55osfZ+VRcxWWNY+qveRvyfN2tC9XLesrZNIC23D1WNgmBg0y+U7EgGtYoEpeO4K8glOpSxY78pIbt68nVyejTJ0kn2/mh0nO7q2BNPxFMxFpl4IY7FW3EipkKKL+KH+CV+9771fvbjL9lG+73dzGPxD/r7fwBizq8F</latexit>

Estimate the Q-function. 
Derive the policy from there. 

All non-greedy actions have a small 
probability of being selected. The 
bulk of the likelihood is given to the 
greedy action. 



Problem with Monte Carlo
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• Limitations
• Each state must be learned separately, loses the state connection information. 

• Estimate of one state is not taking advantage of the estimates of the other states. 
• Note: Bellman equations tell us that value function for states has a recursive relationship.

• Could only be used in an episodic setting.  



Recall our example
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Input Policy p

Assume: g = 1

Observed Episodes (Training) Output Values

A

B C D

E

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

B, east, C, -1
C, east, D, -1
D, exit,  x, +10

E, north, C, -1
C, east,   A, -1
A, exit,    x, -10

Episode 1 Episode 2

Episode 3 Episode 4

E, north, C, -1
C, east,   D, -1
D, exit,    x, +10

A

B C D

E

+8 +4 +10

-10

-2

Problem: we have lost the 
connection between states. 
We go through state C, 4 times. 
We use only 2 estimates for E.
But, C and E are adjacent! 



Temporal Difference (TD) Learning
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• Model-Free combination of
• Monte Carlo (learning from sample trajectories/experience) and 
• Dynamic programming (via Bellman Equations)

• Incorporate Bootstrapping
• Update value function estimates of a state based on others

• Adjust the value function estimate using the Bellman Equation relationship between the value function 
of successor states. 

• More data-efficient than a Monte Carlo method (discussed previously)

• Setting
• Can be used in an episodic or infinite-horizon non-episodic settings

• Immediately updates the estimate of V(s) after each (s, a, s’, r) tuple. 

“If one had to identify one idea that is central and novel to reinforcement learning, 
it would undoubtedly be temporal-difference (TD) learning”, Sutton and Barto 2017



TD Learning
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TD Methods
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Note: earlier we used the 1-step 
return in the TD update. Now, we can 
generalize to how many steps in the 
future to update from. 



TD Methods
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TD Learning (intuitively)
- Nudge our prior estimate of the value function for a 

state using the given experience. 
- Shift the estimate based on the error in what we are 

experiencing and what estimate we had before
- Weighted by the learning rate. 



Temporal Difference Learning: Example

Assume: g = 1, α = 1/2

Observed Transitions

B, east, C, -2

0

0 0 8

0

0

-1 0 8

0

0

-1 3 8

0

C, east, D, -2

A

B C D

E

States



SARSA
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Update using state, action, reward, state, action.



SARSA

21

State-action values 
updated using the SARSA 
Learning Rule 



Example: Windy Grid World
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• Setup
• Standard grid world with start and goal state. 
• Crosswind running upward through the middle of the grid. 
• Actions: Up, down, left, right
• Wind strength varies from column to column (written below) 

in number of grid cells shifted upwards. 
• E.g., if you are one cell to the right of the goal, then the action 

left takes you to the cell just above the goal.  
• Undiscounted episodic task with constant rewards of -1 till the 

goal state is reached. 

• SARSA with epsilon-greedy does well on this control task.
• Can learn that the blue path is good.  

• Monte Carlo methods cannot easily be used for this task 
because termination is not guaranteed for all policies. 
• If a policy was found that caused the agent to stay in the same 

state, then the next episode would never end. 

• Step-by-step learning methods such as SARSA do not 
have this problem because they quickly learn during the 
episode.

Sutton and Barto Ch 6.5 Example 6.5



Q-Learning

23



Q-Learning
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Q-Learning update rule 
that uses the max of the 
next state-action tuples to 
update. 



Example: Cliff Walking
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Cliff at the bottom, 
negative reward here. 

Exit with 
+10 reward

- The agent does not know the rewards a-priori. 
- Learns the effect of the east action over time. 
- Only the actions taken by the agent 
contribute to updates. 

- Occasionally falls in the cliff and gets the 
negative reward. 

- Note that the max of the Q values is 
propagated (green values) to other states as it 
is approximating the optimal Q value.  



The Off-Policy Nature of Q-Learning
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• Off-policy methods
• Learns the optimal state-action value function, independent of the policy being 

followed.

• Q-learning converges to optimal policy 
• Even if the agent is acting sub-optimally. 
• Under conditions: Exploration is enough. The learning rate becomes small enough

• The algorithm learns about the value of the optimal policy without 
knowing or using the optimal policy. 
• Example: sporadic falls in the cliff does not affect the knowledge that going right 

leads to high reward. 

• Note that SARSA was an on-policy algorithm



Example: Another Cliff Walking
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Sutton and Barto Ch 6.5 Example 6.6

Task: Undiscounted, episodic task with start and goal 
states.  • Online performance of Q-learning is worse 

than of SARSA
• SARSA learns the blue path. 
• Q-learning learns the red path occasionally 

falling into the cliff due to epsilon greedy 
action selection and gets lower rewards. 



Expected SARSA
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Sutton and Barto Ch 6.5 Example 6.6

• Expected SARSA just like Q-learning except 
takes and expectation instead of the max. 

• Considers how likely the action is under the 
current policy. 

• Expected SARSA is more complex 
computationally but eliminates the variance 
due to the random selection of actions. 

• Expected SARSA performs better than both 
SARSA and Q-learning on the cliff walking task. 


