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Abstract—Autoregressive modeling is a standard approach to mathematically describe the behavior of a time series. The vector autoregressive model (VAR) describes the behavior of multiple time series. The VAR modeling is a fundamental approach which has applications in multiple domains such as time series forecasting, Granger causality, system identification and stochastic control. Solving high dimensional VAR model requires the use of sparse regression techniques from machine learning. Efficient algorithms to solve the sparse regression problems are too slow to be useful in solving large high dimensional sparse VAR modeling problems. Earlier application of sparse VAR modeling in the neuroimaging domain required the use of the IBM’s Blue Gene supercomputers. In this paper we describe an approach to accelerate large scale sparse VAR problems when solved using the lasso regression algorithm on state-of-the-art GPUs. Our accelerated implementation on NVIDIA GTX 1080 GPU takes a few seconds to solve the problem, reaching up to 4 TFLOPs of single-precision performance which is close to 55% of its peak matrix-multiply (GEMM) performance.

I. INTRODUCTION

Autoregressive modeling is a standard mathematical approach to represent the behaviour of time series data [1], [2]. The autoregressive modeling approach has applications in multiple domains such as time series forecasting [3], prediction of economic data [4], modeling of gene expression dynamics [5] among many others. In many practical situations, we have the data from multiple time series [6]. In such cases, the time series may be represented as a vector autoregressive (VAR) model or a multi-variate autoregressive model [7]. The VAR modeling is a fundamental approach to represent the behaviour of multiple time series and has many applications [8], [9], [10], [11], [12], [13], [14], [15], [16], [17].

A fundamental problem in autoregressive modeling is that of model identification. The standard approach to estimate the model parameters in the case of autoregressive as well as VAR modeling uses the least square solution [1], [2], [6], [7]. The least square solution has several desirable properties. It has been shown to be the best linear unbiased estimator of the model parameters. It is very simple to compute, and in most of the cases, it gives good results.

With the popularity of big data analytics [18] and Internet of things [19], the amount of data has grown significantly. The dimensionality of observations as well as the number of observations have grown substantially. In order to solve the model identification problem for high dimensional data using the conventional approaches, the number of observations also need to grow linearly with the dimensionality of the data. This has restricted the applicability of VAR modeling in several newer domains involving high dimensional data.

Sparse VAR modeling [20], [21], [22], [23], [24] provides a new and promising approach to solve the model identification problem for high dimensional VAR models. The key assumption in a sparse VAR model is that the number of non-zero parameters in the model is small. This enables several machine learning approaches based on sparse regression to be effectively applied to solve the model identification problem.

The lasso regression [25], [26], which is a standard approach to enforce sparsity [26] has also been found effective in solving the sparse VAR model problems [21], [24]. In order to solve the sparse VAR model identification problem, one needs to solve $N$ independent lasso regression problems (where $N$ is the dimensionality of the data). The lasso regression problem is a quadratic programming problem in general. Efficient algorithms based on coordinate descent [27] and lasso modification of the least angle regression LARS [28] are available. The lasso modification to LARS [28], in addition to giving much better solutions also gives the complete path to the solution. Each point in the path is a solution for a different value of the parameter $\lambda$. This gives an additional advantage that the cross validation may be done using the path of the solutions produced without having to solve the original problem multiple times for different values of the parameter $\lambda$. The lasso modification to LARS [21] has been shown to give good results in the context of sparse VAR problems in neuroimaging [24], [29].

The time taken to solve one sparse VAR model identification problem in the domain of functional neuroimaging [24], using Matlab on a conventional server, ranges from 1 hour to 50 hours depending on the data size and parameter values. A conventional experiment in this domain may comprise 30-50 brain scans (requiring 30-50 sparse VAR model identification problems to be solved) while a bigger study may have 1000 to 1500 brain scans [30], [31]. The earlier work in this domain was only possible using supercomputers such as Blue Gene [21], [32]. Now with the advent of very fast GPUs, it is possible to significantly accelerate the computation time of
the sparse VAR problem to acceptable levels.

In this paper we describe an approach to quickly solve the sparse VAR model identification problem using graphical processor units (GPUs). This approach achieves more than 650 times speedup on NVIDIA GTX 1080 GPU as compared to a Matlab implementation using MKL on a 4-core 3.5GHz Intel-Xeon based server. For the neuroimaging application, the model identification time now ranges from 3.5 seconds to 250 seconds, making it possible to solve large high-dimensional sparse VAR problems in reasonable amounts of time. The peak single precision performance obtained with this approach is 4.06 TFLOPS which is close to 50% of its theoretical peak performance. On other GPUs, the approach yields similar performance results relative to the GPUs peak performance.

Interestingly, although this problem is embarrassingly parallel (EP) in nature, solving it as an EP problem on the GPU does not give much performance improvements. The performance is improved by synchronizing the loop iterations of multiple parallel problems and converting the matrix-vector multiplication operations (level 2 BLAS) into matrix-matrix multiplication operations (level 3 BLAS). Since each EP problem works with different active set of different sizes, doing this in synchrony is non-obvious and requires several other techniques to make it work efficiently.

One such technique is designed to efficiently handle different sizes of active sets in each iteration. Our optimization comes by grouping the models for the processing of certain kernels (such as Gram computations) having comparable active set sizes. This reduces the load imbalance amongst the models for these kernels.

Another key improvement comes from batching of kernels for different models to solve larger problems collectively. This reduces the overheads of invoking many kernels for small problem sizes and also overcomes the limitations in parallelism that arise due to the limited support for only a few streams on the GPUs.

To the best of our knowledge, this is the first work that accelerates the sparse VAR modeling problem using GPUs. There have been prior works that accelerate the lasso regression algorithm using parallel and distributed processing [33], [34], [35], [36]. Most of these works focus on single lasso regression problem, which is generally not as compute intensive as the sparse VAR modeling problem. The lasso algorithm is likely to be bound by the matrix-vector product operations which are level 2 BLAS operations limited by the performance of memory bandwidth. There have been other works that speed up generic sparse regression algorithms [37], [38], [39], [40] and are not applicable to the lasso regression problem.

The rest of the paper is organized as follows. In Section 2 more details about sparse VAR models and algorithms to solve the model identification problem. In Section 3, we present our approach to parallelize the high dimensional sparse VAR problem on GPUs. In Section 4, the performance results of implementing the proposed approach on two different GPUs are presented. Section 5 concludes the paper.

II. SPARSE VECTOR AUTOREGRESSIVE MODELING

A autoregressive model of order $k$, represents a time series of observations $x(t)$ as:

$$x(t) = \sum_{\tau=1}^{k} a(\tau)x(t-\tau) + \eta(t) \text{ for all } t \in [1 \ldots T]$$

where $x(t)$ represents the $t^{th}$ observation of the time series, $a(\tau), \tau \in [1 \ldots k]$ represent the coefficients of the order-$k$ autoregressive model and $\eta(t)$ represents the uncorrelated noise at time $t$ in the model. Given the time series data $x(t)$, the model identification problem is to reliably estimate the model parameters $a(\tau), \tau \in [1 \ldots k]$.

A. Vector Autoregressive (VAR) Models

A time series with multiple observations is modeled as a vector autoregressive model. Mathematically,

$$X(t) = \sum_{\tau=1}^{k} A(\tau)X(t-\tau) + \eta(t)$$

where $X(t) \in \mathbb{R}^N$ represents the vector of $N$ observations at time $t$, $A(\tau) \in \mathbb{R}^{N \times N}$ represents the $k$ matrices of model coefficients for $\tau \in [1 \ldots k]$ and $\eta(t)$ represents the $N$-dimensional vector of temporally uncorrelated stationary noise at time $t$.

The model identification problem in the context of VAR models is to estimate the coefficients of the $N \times N$ model matrices $A(\tau), \tau \in [1 \ldots k]$, using the observations $X(t), t \in [1 \ldots T]$.

Given the model parameters $A(\tau)$, the values of next observations of $X(t)$ can be predicted using its past $k$ observations as:

$$\hat{X}(t) = \sum_{\tau=1}^{k} A(\tau)X(t-\tau)$$

The least square solution chooses the model parameters $A$ that minimize the sum of square of the forecast error. The forecast error is mathematically given as:

$$e(t) = X(t) - \hat{X}(t) = X(t) - \sum_{\tau=1}^{k} A(\tau)X(t-\tau)$$

Formally, the least square solution is given by:

$$\min_A \sum_{t=k+1}^{T} \left\| X(t) - \sum_{\tau=1}^{k} A(\tau)X(t-\tau) \right\|^2_2$$

where $\|v\|^2_2$ denotes the square of the $L_2$ norm of the vector $v$, which is the same as the sum of square of all its components.

B. HIGH DIMENSIONAL VAR MODELS AND SPARSITY

The least squares solution of Eq. (2) has $kN^2$ unknown model parameters and $N(T-k)$ prediction errors which need to be minimized. When $kN^2 \geq N(T-k)$ then the system becomes underdetermined and the prediction error becomes zero. This is the case of overfitting to the data which has very little or no predictive value. The model can be solved reliably
only when \( kN^2 \ll N(T-k) \), i.e., the number of time points for which the system is observed is significantly larger than the dimensionality of the data.

A newer approach to solve high-dimensional VAR modeling problem has been proposed in the context of neuroimaging data analysis [21], [24], [29]. The key assumption in the approach is that of sparsity in the VAR models. The model coefficients \( A_{ij}(\tau) \) represent the influence of time series \( X_j \) in predicting the future value of time series \( X_i \).

A non-zero value of \( A_{ij} \) represents an interaction between two time series. The sparse VAR model assumes that such interactions are very few as compared to the total number of possible \( kN^2 \) interactions. The VAR model identification problem using the least squares is decomposed into \( N \) independent regression problems as follows:

For all \( i, \min_{A_{ii}} \sum_{t=k+1}^{T} \left\| X_i(t) - \sum_{\tau=1}^{k} A_{ii}(\tau) X(t-\tau) \right\|^2_2 \)

where \( A_{ii}(\tau) \) represents the \( \text{th} \) row vector of the model matrix \( A(\tau) \). In case of the sparse VAR problem, instead of solving the above \( N \) linear regression problems using the ordinary least squares technique (OLS) [7], the lasso regression [25] is used to solve each of the problems independently. The lasso regression uses \( L_1 \) penalty to enforce sparsity. So the equivalent lasso regression problems become: For all \( i, \)

\[
\min_{A_{ii}} \sum_{t=k+1}^{T} \left\| X_i(t) - \sum_{\tau=1}^{k} A_{ii}(\tau) X(t-\tau) \right\|^2_2 + \lambda \sum_{j=1}^{N} \sum_{\tau=1}^{k} |A_{ij}(\tau)| \quad (3)
\]

For the neuroimaging application\(^1\) [21], [24], it is sufficient to solve for model of order \( 1^2 \) (i.e., \( k = 1 \)). Thus the equivalent problem (3) may be rewritten as

\[
\min_{\beta(1) \in \mathbb{R}^N} \left\| y(i) - W \beta(1) \right\|^2_2 + \lambda \left\| \beta(1) \right\|_1 \quad (4)
\]

where \( y(i) \) is a \( T-1 \) dimensional vector given as \( y(i) = X_i(2...T), W \) is a \( T-1 \times N \) dimensional matrix given as \( W = X(2...T), \) and \( \beta(1) \) is an \( N \) dimensional vector given by \( \beta(1) = A_{i1}(1) \). This amounts to solving \( N \) lasso problems for different values of the vector \( y(i) \) but the same matrix \( W \) and the same value of the parameter \( \lambda \).

In the context of fMRI imaging, typically \( N \) ranges from 20,000 to 100,000 and \( T \) ranges from 200 to 1000. For these sizes, solving the \( N \) lasso problems on a state-of-the-art server may require 1 to 50 hours per brain, depending on the value of the parameter \( \lambda \). This necessitates the need to solve this problem more efficiently.

\(^1\)For the neuroimaging application, we have an additional constraint \( A_{ii}(1) = 0 \) for all \( i \), which can be incorporated easily in the algorithm, by setting the corresponding correlations to zero in each iteration.

\(^2\)The proposed approach is not restricted to model order 1, but works for general model order. For model order \( k \), the size of \( W \) matrix becomes \( (T-k) \times kN \) and the size of \( \beta \) becomes \( kN \).

---

**Algorithm 1 Lasso-LARS: high level overview**

**Input:** \( W \in \mathbb{R}^{T \times N}, y \in \mathbb{R}^{T}, \lambda \in \mathbb{R}^+ \)

**Output:** \( \beta \in \mathbb{R}^N \) that minimizes \( \left\| y - W \beta \right\|^2_2 + \lambda \left\| \beta \right\|_1 \)

**Initialization:** \( A = \phi, \mathcal{I} = \{1 \ldots N\}, \beta = 0, \mu = 0 \)

**Normalize** \( y \) and columns of \( W \)

/* S1: Process while not solved */

**while** (not done) **do**

/* S2: Update residue and compute inner product of residue with columns of matrix \( W \) */

\[
r = y - \mu \quad (S2.1)
\]

\[
c = W^T r \quad (S2.2)
\]

/* S3: Update active set using max inner product */

\[
c_{max} = \max_{j \in \mathcal{I}} |c_j| \quad (S3.1)
\]

\[
\gamma_{index} = \arg \max_{j \in \mathcal{I}} |c_j| \quad (S3.2)
\]

**if** (variable not dropped) **then**

\[
A = A \cup \{\gamma_{index}\} \quad (S3.3)
\]

**end if**

/* S4: Find projection on active set */

\[
R = W_{\cdot \mathcal{A}} \quad (S4.1)
\]

\[
\beta^p = (R^T R)^{-1} R^T y \quad (S4.2)
\]

\[
d = R \ast \beta^p - \mu \quad (S4.3)
\]

/* S5: Find step size */

/* First compute LARS step size \( \gamma_1 \) */

\[
\gamma_1 = \min_{j \in \mathcal{I}} \left\{ \frac{c_j - c_{max}}{c_{max} - c_{max}} \right\} \quad (S5.1)
\]

\[
\beta_1 = \max_{j \in A - \{\gamma_{index}\}} \left\{ \frac{\beta_j}{\beta_j - \beta^p} \right\} \quad (S5.2)
\]

/* Compute Lasso step size \( \gamma_2 \) */

\[
\gamma_2 = \min_{j \in A - \{\gamma_{index}\}} \left\{ \frac{\beta_j}{\beta_j - \beta^p} \right\} \quad (S5.3)
\]

\[
v = \arg \min_{j \in A - \{\gamma_{index}\}} \left\{ \frac{\beta_j}{\beta_j - \beta^p} \right\} \quad (S5.4)
\]

\[
\gamma = \min(\gamma_1, \gamma_2) \quad (S5.5)
\]

/* S6: Update \( \beta, \mu \) and inactive set */

\[
\beta = \beta + \gamma \ast (\beta^p - \beta) \quad (S6.1)
\]

\[
\mu = \mu + r \cdot d \quad (S6.2)
\]

**if** \( \gamma_2 < \gamma_1 \) **then**

\[
\mathcal{I} = \mathcal{I} \cup \{v\} \quad (S6.3)
\]

**end if**

/* S7: Check for terminating condition */

**continue** while \( \Delta \left\| \beta \right\|_1 + \Delta \left\| y - W \beta \right\|^2_2 \leq 0 \)  \quad (S7.1)

**end while**

---

**C. Overview of the lasso modification to LARS**

Algorithm 1 outlines the main steps in the algorithm. It takes \( y \in \mathbb{R}^T, W \in \mathbb{R}^{T \times N} \) and \( \lambda \in \mathbb{R}^+ \) as its input and produces \( \beta \in \mathbb{R}^N \) that minimizes \( \left\| y - W \beta \right\|^2_2 + \lambda \left\| \beta \right\|_1 \).
The algorithm initially normalizes $y$ and columns of the matrix $W$ such that they have zero mean and unit variance. It maintains an active set of columns of $W$ for which the corresponding values of $\beta$ are non-zero. At any stage in the algorithm, the columns of $W$ in the active set have the smallest angle with the residue vector $r$ (i.e., the absolute values of the inner product of $r$ with the active set of columns of $W$ are identical).

The algorithm begins by adding the column of $W$ subtending the smallest angle with the vector $y$ (given by the largest absolute inner product in steps S2 and S3). At any general step in the algorithm, the residual vector $r = y - W\beta$, is projected on to the active set of columns of $W$ (step S4). However, the solution $\beta$ is not updated all the way to the projection, but is updated incrementally till one of the two conditions become satisfied. The LARS condition (steps S5.1 and S5.2), checks if any other column of $W$ becomes equiangular to the residue vector obtained after updating $\beta$. If such a column is found, then it is added to the active set (steps S2, S3). The lasso condition (steps S5.3, S5.4) checks if any of the $\beta$s corresponding to the active set may become zero after the update. The corresponding column is then removed from the active set (step S6.3) and the projections are recomputed (steps S2, S3, S4). The current solution $\beta$ is updated in step S6 and the terminating condition is checked in step S7.

III. PARALLELIZATION OF SPARSE VAR MODELING

We start by describing an embarrassingly parallel scheme for the GPU; we call this the GPU-EP implementation. We analyze the performance of this scheme and identify the major bottlenecks. We then present optimized algorithms designed to tackle these bottlenecks.

A. An embarrassingly parallel GPU scheme

The main idea behind this GPU parallelization scheme is that the processing of all the models is independent. Therefore, we can design an embarrassingly parallel algorithm that solves the models in parallel, subject to the number of models that can be loaded into the GPU memory.

Algorithm 2, named GPU-EP, provides a high level pseudocode for this algorithm. We maintain a queue, called the model queue, of all the unsolved models. We determine the maximum number of models that can fit in the GPU memory and launch as many threads. Each thread works on one model at a time. Note that the threads take different amounts of time to determine the solutions; this is because the final active set sizes may be different for each model and hence a different number of iterations of Algorithm 1 are executed by the threads. When a thread finishes the processing of its model, the model is replaced with a new model from the model queue. The queue handling is accomplished via atomics. The new model is then copied from the host memory to the GPU memory.

As expected, the model processing is dominated by matrix and vector operations. In order to effectively use threads on the GPU, we use cuBLAS kernels for performing these operations within each thread. These kernels are launched as child kernels thereby exploiting dynamic parallelism capabilities on the GPU with the launch of additional threads and also exploiting the GPU optimized code of cuBLAS.

Profile Analysis: In order to identify the bottlenecks in the GPU-EP implementation, we profiled the code in order to determine the most time consuming kernels. Our analysis shows that the matrix-vector products involved in steps S2.2, S5.1, S4.2 and S4.3 account for more than 90% of the execution time.

B. Collating Matrix-Vector products

The profile analysis of the GPU-EP code suggests that the matrix-vector product kernels that in turn invoke the cuBLAS GEMV calls are the most time consuming kernels. We note that, of these, the size of the matrix-vector products in Steps 2.2 and 5.1 are substantially larger than the other matrix-vector products. These two GEMV kernels together account for over 90% of the total time. The first matrix vector product computes the inner-product of the residue with the columns of matrix $W$ in step 2.2. The second matrix-vector product computes the inner-product of the projection with the columns of matrix $W$ in step 5.1. Note that even though each model maintains its own active set and the computation of each model is independent, the matrix, $W$, used in all the GEMV calls of step S2.2 is the same. Similarly, the matrix $W$ used in all the GEMV calls of step S5.1 is also the same. This is not true of the other matrix vector products involved in steps S4.2 and S4.3.

It is well known that GEMV being a BLAS 2 routine, is memory bandwidth bound and does not exploit the full computational capacity of the GPU. Therefore we can synchronize all the models to perform steps S2.2 and S5.1 in tandem allowing us to replace the GEMV calls by GEMM calls. However, since each model has a different active set (having different size), the time taken in performing other operations in every iteration varies for every model. Therefore, there is a trade-off in synchronizing the models to perform matrix matrix multiply in steps S2.2 and S5.1 as different amount of work done by different models for the other steps leads to load imbalance before the synchronization.

To analyze the projected benefits of using GEMM instead of GEMV, we measure the performance of these two routines for the problem sizes arising in our application. We vary the number of models $m$ from 128 to 2048 - this corresponds to the number of models being processed in parallel at any point of time. For both GEMV and GEMM we take the size of the
first matrix to be $40,000 \times 300$. This is approximately the size of our $W$ matrix. For GEMV, we take the size of the vector to be $300 \times 1$ and we process all the $m$ GEMVs in parallel. For GEMM, we take the size of the second matrix to be $300 \times m$ ($m$ being the model size) and we perform only a single matrix multiply. The results of our analysis are shown in Table I.

![Table I: GEMM and GEMV Performance Comparison](image)

These results indicate that the GEMM performance is significantly better (factor 50 or more) compared to GEMV performance for the problem sizes of interest. Moreover, we know that more than 90% of the time is spent in the GEMV calls. Therefore, the gains due to collating the matrix-vector products are expected to outweigh the performance loss due to load imbalance.

In order to synchronize the threads to execute GEMM collectively, we redesign our algorithm to orchestrate the execution of the iterations of all the models on the GPU. Algorithm 3 provides a high level pseudocode for this algorithm. It works as follows. A queue of unresolved models is maintained on the host as before. Let $m$ be the number of models currently being processed by the GPU. The data for these models is loaded onto the GPU memory. The host executes the algorithm iteratively. In each iteration, it launches GPU kernels to perform one iteration of algorithm 1 (Steps S2-S7) for each of the $m$ models residing on the GPU. For all sub-steps other than S2.2 and S5.1, this is done by invoking one GPU kernel for each of the $m$ models. These GPU kernels are equally distributed amongst the streams available on the GPU. For sub-steps S2.2 and S5.1, the cuBLAS GEMM kernel is directly invoked to perform the collated matrix-multiply for all the models. At the end of each iteration, the host checks if any of the models has completed, i.e., a solution has been found for the model. All such models are replaced with unresolved models from the model queue. In case the model queue is empty, the model is replaced by a dummy model. We call this algorithm, that incorporates matrix-vector products into the GPU-EP code, as GPU-MVColl.

### C. Batched Kernels

We profile the code GPU-MVColl again after incorporating the optimizations for Matrix-Vector products as explained in the previous section. The profile, presented in Table 2, shows the statistics for the 7 most time consuming kernels in the GPU-MVColl implementation. The profile indicates that after optimizing the matrix-vector products, more than 60% of the total time is spent on kernels that are memory bound (based on vector and matrix-vector operations). We further analyze the performance of these kernels. We calculate the aggregate performance (in GFLOPs) obtained for these kernels (in GPU-MVColl). This aggregate performance is reported in Table 2 when run with 512 threads. We also analyzed the performance for these kernels for large problem sizes; this is reported in Table 2 as peak performance. We note that the performance we obtain is much lower in comparison to the peak performance in some cases. There are several reasons for this. Firstly, as the active set lies in the range of 1-31 with a peak performance of 1-31 with an average of 5, some of the problem sizes are quite skewed. Secondly, each model launches a separate kernel. Therefore there are a lot of kernel invocations to solve small problems. Each kernel call has its overheads and these become prominent for small problem sizes.

We therefore design batched versions of these kernels. Instead of invoking separate kernels to solve for each model, we directly perform the operations (listed in Table 2) for all the $m$ models collectively using a large number of threads proportionally.
D. Grouping by active set size

Our profile analysis of GPU-Batched shows that about 24% of the time is spent in the Gram computations of step S4.2; the amount of computation in this step is dependent on the size of the active set of the model. Though the load imbalance amongst threads working on models with different active set sizes was not prominent in the GPU-EP implementation, this imbalance starts to show with all the optimizations performed in GPU-Batched. To see this, we analyze the time taken per iteration for models with different active set sizes for GPU-Batched. The scatter plot in Figure 1 plots the active set size vs. time taken for an iteration.

The plot shows that there is significant variation in the iteration execution time depending on the active set size. Therefore, in an effort to resolve this load imbalance for the Gram computations in step S4.2, we partition the models in each iteration into groups based on their active set sizes. We perform the Gram computations of step S4.2 in phases, once for each group of models with the same active set size by invoking the corresponding cuBLAS kernels. We call this implementation as GPU-Opt: this version incorporates the active set grouping for computing Gram optimization on the GPU-Batched version.

IV. EXPERIMENTAL RESULTS

In this Section, we provide results from a comprehensive set of experiments performed with our optimized code for solving high-dimensional sparse VAR model identification problem using Lasso-LARS. We start with a description of our experimental setup.

A. Experimental Setup

In this section, we describe hardware platforms and the application data from the fMRI imaging domain that we used in conducting our experiments.

Application Data: The optimized GPU implementation for sparse VAR model identification problem was motivated by application in the fMRI imaging domain [20], [21], [24]. One functional brain scan from the 1000 functional connectomes project [30] was taken. The fMRI data was preprocessed and flattened to a matrix of size 295x39658 (representing 295 time points and 39658 brain voxels). Most of the results were reported on this data.

Hardware Platforms: We used three hardware platforms for performance comparisons. In order to obtain a baseline assessment, we used a server grade system based on 4-core 3.5 GHz Intel Xeon E5-1620 processor with 32 GB RAM. We used a low-end GPU configuration NVIDIA 940mx with 4GB RAM that is commonly available on desktop or laptop environments. Finally we used a high end GPU configuration of NVIDIA GTX 1080 with 8GB RAM attached to the Intel Xeon system.

B. Performance with different optimizations

We first study how our different optimizations affect the performance of the Lasso-LARS algorithm and how well our optimized code performs on different systems.

Profile of Key Kernels: In order to analyze the performance with different versions of our code optimizations, we divide the kernels into three groups. The first group, G1, is the matrix-vector products of steps S2.2 and S5.1 - these are the kernels that were converted to GEMM calls in GPU-MVColl. The second group, G2, is the kernels corresponding to vector and matrix-vector operations of steps S3.1, S5.2, S5.3, S7.1, S4.2 and S4.3 as listed in Table 2 - these are the kernels that we batched in GPU-Batched. All the remaining kernels are clubbed into group G3.

The time taken by these group of kernels is shown in Figure 2 for different code optimizations, namely, GPU-EP, GPU-MVColl, GPU-Batched and GPU-Opt. In Figure 2 (a), we can see that the group of kernels G1 take substantial percentage of the total time in GPU-EP whereas they only take a very small percentage of the total time in GPU-MVColl. The time of the remaining kernels remains the same. This shows that collating matrix-vector products into matrix-matrix products significantly improves the performance of the algorithm. In Figure 2 (b), we compare the timing of these groups of kernels for GPU-MVColl, GPU-Batched and GPU-Opt (these are plotted in a separate chart for the sake of visual clarity as the time taken by GPU-EP is quite large). We note that the performance of the G2 kernels improves substantially in the GPU-Batched version over GPU-MVColl whereas the performance of the other group of kernels remains largely the same. This is primarily due to the batching of G2 kernels in the GPU-Batched version. Finally, we note that the performance of the G3 kernels improves in the GPU-Opt version over GPU-Batched version while the performance of the other group of kernels remains largely the same. This is due to the grouping of models by active set size in GPU-Opt that improves the performance of the Gram computations.

![Fig. 1. Analysis of time per iteration vs active set size](image-url)
Performance on different systems: We next analyze the performance of our optimizations on different systems. We ran a MATLAB version of the code on the server grade 4-core Intel Xeon E5-1620 system using the Intel high performance computing MKL library. For double precision, this code took over 1 hour to solve all the models performing at a rate of 2.2 GFLOPs. For single precision, it took over 45 minutes to solve the models performing at a rate of 3.8 GFLOPs. We also computed the peak matrix multiply performance on the server (by multiplying large matrices of size $10000 \times 10000$). The peak GEMM performance obtained was 125 GFLOPs for double precision and 225 GFLOPs for single precision.

We next measured the performance on the 1080 and 940mx GPUs. The single precision as well as double precision performance of different versions of the code, namely, GPU-EP, GPU-MVColl, GPU-Batched and GPU-Opt on both these GPUs is presented in Table 3. To put our performance in context, we also measured the peak GEMM (matrix-multiply) performance on these GPUs. These are also presented in the table.

The GPU-Opt version of the single precision code gave a performance of 2.5 Teraflops and finished processing all the models in mere 3.5 seconds. This performance is about 35% of the peak GEMM performance on the GPU. This code is 650x faster than the Matlab implementation and 35x faster than the embarrassingly parallel GPU-EP implementation. Even on the lower end 940mx, the GPU-Opt code achieved 205 GFLOPs, finishing the models in 41 seconds; this performance is within 50% of the peak GEMM performance on this GPU.

We also modified our implementation to support double precision and measured the performance on these GPUs. As can be seen the GPU-Opt code achieved 233 GFLOPs on the 1080 and 22 GFLOPs on the 940mx. In both cases, it performed at more than 80% of the peak GEMM performance. We also observe that GPU-Batched actually performs better for the case of double precision than GPU-Opt. The double precision performance of the GPUs is considerably lower than the single precision performance and hence the load imbalance due to different sized active sets does not play a significant role in case of double precision.

Varying the number of models: We measure the performance of our GPU-Opt algorithm by varying the number of models, $m$, that are processed in any iteration on the GPU. The results are shown in Figure 3. We see that in general the performance improves with increasing number of models. The performance peaks when $m = 512$ models are processed every iteration and then drops slightly when the number of models is increased further.

![Fig. 2. Performance of key kernels with different optimizations](image)
Stability runs: We next check how stable the performance results are. For this we ran the GPU-Opt code 100 times. We measured the time taken by the top 5 time-consuming kernels as well as the time taken by the complete code. We report the mean and standard deviations for these across the runs in Table 4. We observe that the standard deviation of these kernels is no more than 5%. The standard deviation of the complete GPU-Opt code is just within 2% of the mean. We therefore conclude that the GPU-Opt code is very stable - there is little variation in performance across runs.

<table>
<thead>
<tr>
<th>Kernel</th>
<th>Mean (s)</th>
<th>Std dev</th>
</tr>
</thead>
<tbody>
<tr>
<td>S2.2: ( c = W^T r )</td>
<td>0.60</td>
<td>0.002</td>
</tr>
<tr>
<td>S5.1: ( c^d = W^T d )</td>
<td>0.60</td>
<td>0.002</td>
</tr>
<tr>
<td>S3.1: ( c_{\text{max}} = \max_{j \in \mathbb{Z}}</td>
<td>c_j</td>
<td>)</td>
</tr>
<tr>
<td>S5.2: ( \gamma_1 = \min_{j \in \mathbb{Z}} \left{ \frac{c_j - c_{\text{max}}}{c_j - c_{\text{max}}} \cdot \frac{c_j + c_{\text{max}}}{c_j + c_{\text{max}}} \right} )</td>
<td>0.47</td>
<td>0.002</td>
</tr>
<tr>
<td>S7.1: ( \Delta | \beta |_1 \lambda )</td>
<td>0.33</td>
<td>0.001</td>
</tr>
</tbody>
</table>

TABLE IV
STABILITY OF GPU-Opt

C. Effect of varying VAR parameters

As problems from different domains will have different VAR parameters, we evaluate the performance of our algorithm by varying these parameters in this section.

Varying the number of time points: Next, we measure the performance of our GPU-Opt algorithm by varying the number of time points. Note that this affects the size of the problems being solved through the value of \( T \). The results are shown in Figure 4. We see that as the number of time points is increased, the problem size increases and the algorithm gives better performance. The time spent by the algorithm in the G1-GEMM kernel increases from 26% for \( T = 147 \) to 52% for \( T = 882 \). The GEMM kernel gives performance in the range of 6-7.6 TFLOPS leading to an overall improvement in the performance.

Varying the number of voxels: Next, we measure the performance of our GPU-Opt algorithm by varying the number of voxels. Note that this affects the size of the problems being solved through the value of \( N \). The results are shown in Figure 5. We again see that performance of the algorithm improves with increase in the problem size. Again, increasing the problem size results in more time being spent in the GEMM kernel which operates at much higher floating point performance leading to an improvement in the overall floating point performance.

Impact of Sparsity: The sparsity of the model can be adjusted by changing the regularization parameter \( \lambda \). As the value of \( \lambda \) is decreased there is less penalty on selecting more columns of \( W \) in the active set. Hence the active set size increases and the number of iteration to obtain the final solution also increases. Table 5 shows the impact of the parameter \( \lambda \) on the size of active set, overall performance, total number of floating operations performed and the time spend in various kernel groups.

As \( \lambda \) is decreased from 0.4 to 0.15, the average active set size increases from 5.02 to 106.58. Total number of floating point operations also go through a nearly 30x increase. The overall floating point performance decreases from 2.54 to 1.09 TFLOPS. Notice that with increase in the active set sizes, the fraction of time spent on G3 kernels increases from 21% to 65%. This increase is primarily due to increase in time taken to find projection onto the active set (steps S4.2 and S4.3). Since the size of the matrix R is generally small, this step operates...
between 15-20 GFLOPS thereby leading to a reduction in the overall performance.

The average active set size for $\lambda = 0.15$ is 106.58. Smaller values of $\lambda$, are not likely to give meaningful results since $T = 295$ for this experiment. When the active set size becomes equal to 295, problem will become underdetermined leading to overfitting. The performance for $\lambda = 0.15$ is reasonable and building the model for the full brain takes 275 seconds.

<table>
<thead>
<tr>
<th>$\lambda$ value</th>
<th>0.40</th>
<th>0.35</th>
<th>0.25</th>
<th>0.20</th>
<th>0.15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average active set size</td>
<td>5.02</td>
<td>7.65</td>
<td>21.71</td>
<td>42.12</td>
<td>106.58</td>
</tr>
<tr>
<td>Performance (GFLOPS)</td>
<td>25.40</td>
<td>24.80</td>
<td>23.47</td>
<td>20.39</td>
<td>1087</td>
</tr>
<tr>
<td>FLOP (x1012)</td>
<td>10.47</td>
<td>16.08</td>
<td>48.85</td>
<td>102.08</td>
<td>299.51</td>
</tr>
<tr>
<td>Time (G1)</td>
<td>1.48</td>
<td>2.29</td>
<td>6.90</td>
<td>14.35</td>
<td>39.86</td>
</tr>
<tr>
<td>Time (G2)</td>
<td>1.75</td>
<td>2.72</td>
<td>8.32</td>
<td>17.74</td>
<td>57.19</td>
</tr>
<tr>
<td>Time (G3)</td>
<td>0.88</td>
<td>1.45</td>
<td>5.52</td>
<td>17.81</td>
<td>177.37</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\alpha$ value</th>
<th>0.40</th>
<th>0.35</th>
<th>0.25</th>
<th>0.20</th>
<th>0.15</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average active set size</td>
<td>5.02</td>
<td>7.65</td>
<td>21.71</td>
<td>42.12</td>
<td>106.58</td>
</tr>
<tr>
<td>Performance (GFLOPS)</td>
<td>25.40</td>
<td>24.80</td>
<td>23.47</td>
<td>20.39</td>
<td>1087</td>
</tr>
<tr>
<td>FLOP (x1012)</td>
<td>10.47</td>
<td>16.08</td>
<td>48.85</td>
<td>102.08</td>
<td>299.51</td>
</tr>
<tr>
<td>Time (G1)</td>
<td>1.48</td>
<td>2.29</td>
<td>6.90</td>
<td>14.35</td>
<td>39.86</td>
</tr>
<tr>
<td>Time (G2)</td>
<td>1.75</td>
<td>2.72</td>
<td>8.32</td>
<td>17.74</td>
<td>57.19</td>
</tr>
<tr>
<td>Time (G3)</td>
<td>0.88</td>
<td>1.45</td>
<td>5.52</td>
<td>17.81</td>
<td>177.37</td>
</tr>
</tbody>
</table>

### V. Conclusion

Solving large-scale high-dimensional vector autoregressive (VAR) modeling problems has applications in neuroimaging [20], [24] and other domains [22]. This is a computationally challenging problem that requires the use of supercomputers. Modern Graphical Processing Units (GPUs) offer significant computational performance at a fraction of the cost of supercomputers. In this paper we presented an approach to speed up the solution to large scale high dimensional sparse VAR modeling problems on GPUs. Although the problem appears to be embarrassingly parallel (EP), solving iterations of multiple sub-problems in lockstep synchronization enables one to replace matrix vector product operations (level2 BLAS) with matrix-matrix product operations (level3 BLAS), thereby giving very good speedups. Batching of kernels of different sub-problems improves the performance further. Finally, grouping certain kernels according to the active set sizes leads to the final gains in the performance.

On the NVIDIA GTX 1080 GPU, our implementation gives up to 4.05 TFLOPS single precision performance which is close to 50% of the theoretical peak GPU performance. On a laptop GPU such as NVIDIA 940mx, the implementation achieves 205 GFLOPS of single precision performance, which is again close to 50% of its theoretical peak performance.

The use of GPUs and efficient parallelization techniques have made it possible to solve large scale sparse VAR problems in neuroimaging and other domains, on an inexpensive desktop. This is likely to spur the development of more applications making use of sparse high-dimensional VAR models.
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