
Image	Compression	
Compression Ratio 
  

  Cr = no/nc 
 
no = Number of carrying units (bits) in the original  

   data (image) 
nr = Number of carrying units (bits) in the compressed  

   data (image) 
 
Also, 

   Rd = 1 – 1/ Cr 
 
Rd = Relative data redundancy 



Image	Compression	
Fidelity Criteria 
 
Measure of loss or degradation 
•  Mean Square Error (MSE) 

 
 
 
 
•  Signal to Noise Ratio (SNR) 
•  Subjective Voting 



Image	Compression	
Compression Techniques 
 
•  Loss-less Compression 

  Information can be compressed and  
  restored without any loss of information 

•  Lossy Compression 
  Large compression, perfect recovery is  
  not possible 
   



Image	Compression	
Compression Techniques 
 
Symmetric 
•  Same time for compression (coding) and decompression (decoding) 
•  Used for dialog (interactive) mode applications 
Asymmetric 
•  Compression is done once so can take longer 
•  Decompression is done frequently so should be fast 
•  Used for retrieval model applications 

   



Image	Compression	
Data Redundancy 
 

•  Coding 
  Variable length coding with shorter codes  
  for frequent symbols 

•  Interpixel 
  Neighboring pixels are similar 

 

•  Psychovisual 
  Human visual perception -  limited 



Image	Compression	
Coding Redundancy 

variable length coding 
Avg length=2.7 bits 

fixed length coding 
Avg length=3 bits 

Example: (from Digital Image Processing by Gonzalez and Woods) 



Image	Compression	
Interpixel Redundancy 

Image Histogram 

Example: (from Digital Image Processing by Gonzalez and Woods) 



Image	Compression	
Interpixel Redundancy 

Image Histogram 

Example: (from Digital Image Processing by Gonzalez and Woods) 

High interpixel correlation 



Image	Compression	
Psychovisual Redundancy 

Original 256 levels 16 level quantization IGS quantization 

Example: (from Digital Image Processing by Gonzalez and Woods) 



Image	Compression	
Loss-less Techniques 
 
•  Coding redundancy 

  Variable length coding 

•  Interpixel redundancy 
  Run length coding 
  Predictive coding 



Image	Compression	
Variable Length Coding (Huffman Coding) 
 
Sequence of symbols (a1, a2, a3, a4, a5) with associated  
probabilities (p1, p2, p3, p4, p5)  
 
•  Start with two symbols of the least probability 

 a1:p1 
 a2:p2 

•  Combine (a1 or a2) with probability (p1+p2) 
•  Do it recursively (sort and combine) 
•  A binary tree construction 



Image	Compression	
Variable Length Coding (Huffman Coding) 

a2 (0.4) 
 
a1(0.2) 
 
a3(0.2) 
 
a4(0.1) 
 
a5(0.1) 

Sort in  
probability 

Symbols and their probabilities of occurrence 
a1 (0.2), a2 (0.4), a3 (0.2), a4 (0.1), a5 (0.1) 

Example: 



Image	Compression	
Variable Length Coding (Huffman Coding) 

a2 (0.4) 
 
a1(0.2) 
 
a3(0.2) 
 
a4(0.1) 
 
a5(0.1) 

Sort 



Image	Compression	
Variable Length Coding (Huffman Coding) 

a2 (0.4) 
 
a1(0.2) 
 
a3(0.2) 
 
a4(0.1) 
 
a5(0.1) 

Sort 

0.2 

combine 



Image	Compression	
Variable Length Coding (Huffman Coding) 

a2 (0.4) 
 
a1(0.2) 
 
a3(0.2) 
 
a4(0.1) 
 
a5(0.1) 

Sort 

0.2 
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Image	Compression	
Variable Length Coding (Huffman Coding) 

a2 (0.4) 
 
a1(0.2) 
 
a3(0.2) 
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a5(0.1) 
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Image	Compression	
Variable Length Coding (Huffman Coding) 

a2 (0.4) 
 
a1(0.2) 
 
a3(0.2) 
 
a4(0.1) 
 
a5(0.1) 

Sort 

0.2 

combine Sort 
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Image	Compression	
Variable Length Coding (Huffman Coding) 

Avg length code:  
0.4x1 + 0.2x2 + 0.2x3 + 0.1x4 + 0.1x4 

= 2.2 bits   

Example: 



Image	Compression	
Variable Length Coding (Huffman Coding) 

Entropy A measure of information that captures uncertainity  
[I(e) = log (1/P(e))] 



Image	Compression	
Entropy 



Image	Compression	
Entropy 
Example: 



Image	Compression	
Entropy 
Example: 



Image	Compression	
Entropy 
Example: 



Image	Compression	
Variable Length Coding (Huffman Coding) 

Decoding  Example: 
 

00111010001 

? 



Image	Compression	
Variable Length Coding (Huffman Coding) 

Decoding  Example: 
 

00111010001 

0 1 

a2 

a1 

a3 

a4 a5 

0 

0 

1 

1 

1 

0 

Root 



Image	Compression	
Variable Length Coding (Huffman Coding) 

Decoding  Example: 
 

00111010001 

0 1 

a2 
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a4 a5 
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Image	Compression	


