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ABSTRACT

Characterizing the relationship that exists between aopé&rso-
cial group and his/her personal behavior has been a londistan
goal of social network analysts. In this paper, we apply daita
ing techniques to study this relationship for a populatibover 10
million people, by turning to online sources of data. Thelgsia
reveals that people who chat with each other (using insta®-m
saging) are more likely to share interests (their Web sesreine
the same or topically similar). The more time they spendinglk
the stronger this relationship is. People who chat with ezbbr
are also more likely to share other personal charactesjsicch as
their age and location (and, they are likely to be of oppogés-
der). Similar findings hold for people who do not necessdsili
to each other but do have a friend in common. Our analysissisa
on a well-defined mathematical formulation of the problend &
the largest such study we are aware of.

Categories and Subject Descriptors

H.2.8 [Database M anagement]: Database Applications-Bata Min-
ing; H.4.3 [Information Systems]: Information Systems Appli-
cations—Communications Applications; J.4 [Computer Applica-
tions]: Social and Behavioral Sciences

General Terms
Experimentation, Measurement
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1. INTRODUCTION

There is a famous saying, "A man is known by the company
he keeps." The relation between a person’s social intersctnd
personal behavior has been the topic of study among socstdog
for many years. A brief scan through journals suctSasal Net-
works [7] and The American Journal of Sociology [1] shows that
this relation is a question of interest. Among the reseasshés
that people attempt to address are: given that two peoplecare
nected, are they similar to each other? How does their coionec
affect their personal behavior? How does their behavioy based
on the type of connection? In this paper, we tackle the finsthé
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context of the internet, which is to see whether people whotta
each other are more likely to be similar to each other.

Whether this relation exists is not just a sociological goes If
it exists, characterizing it could have a large impact on ynan
ternet applications. For example, search engines coukbpalize
their results to match not only a person’s stated interésisalso
the interests inferred from the user’s social network. Kimgna
person’s social network would allow one to infer what likexla
dislikes a person may have, what advertisements they maybe m
likely to take note of, etc. It could also lead to more intgint chat
clients that, for example, recommend a new friend to join at ch
based on the interests shared by the friends already dhattin

In order to analyze the relation between communication &nd p
sonal behavior, we need two sources of data: (1) who communi-
cates with whom, and (2) the characteristics of each perstmei
communication network. For the first, we use an instant ngessa
ing network, and for the second, we use data from peopleisisea
history and their demographics.

Instant messaging (IM) has gained popularity in recentsdse-
coming a common form of communication for millions of peaple
One study, in 2005, found that 18% of Internet users userihsta
messaging daily [16]. Though email is still the primary comm
nication medium, IM captures a different segment of comiTamni
tion. IM interactions tend to capture informal ‘friends’rotections
between users, and thus represent an interesting socrebnkein
their own right.

For the characteristics of each person in the network, westlr
to two sources. The first is the demographic data of the IMsyser
such as the person’s age, gender, and geographical locathmn
second is based on personal interests. For this, we turnégbo
search behavior. In the same study from 2005, it was found tha
63% of Internet users visit search engines daily. A samptihg
these searches demonstrates that users reveal persenagtistand
information through what they search for. For any interhat tin
Internet user has, it is very likely that he/she has at sorire peed
a Web search engine to learn more about it. This makes thetsear
engine query logs an ideal source of information about upers
sonal interests and behavior.

In this paper, we will show that there is indeed a very strong
relation between who talks to whom on the instant messagitg n
work, and what they search for. The correlation also holdsHe
category of their searches, their age, and their locatioa.fand
an anti-correlation between gender (that is, users whattadiach
other are more likely to be of opposite gender than would be ex
pected). We also found that these correlations strengtligntie
total amount of time the two users spend talking. Intergstjrthe
correlation decreases with the amount of time spentmessage;
users who send very brief messages (perhaps indicatinghtiat



are closer friends, and thus need less formality in theirroamni-
cation) are more likely to be similar to each other. We alamtb
that the more time a user spends per message, the more tikely i
that he/she is talking to someone of the opposite gender. I18%e a
present additional studies, such as what happens for afpzecs
that is not directly connected but does have a friend in commo

erwise needed. Now, applying Bayes’ rule, we get
Ps(S|R)Ps(R)
Ps(S)

LetS = {Sa,,Sa,--S5a4,,} be represented as the set of similar-
ities for each attribute$s, being the similarity for attributed,

Ps(R|S) = @

and what happens if we condition on two users sharing some de-1 < k < m. Equation 2 can then be rewritten as

mographics, such as their location.
Our research falls in the domain of social network analyad [
which has been an important area of study, with its primarsl go

P3(S4,,54,, - Sa,|R)Ps(R)
Ps(S)

Ps(R|S) = 3

being to understand the influences that nodes in a networé& hav One common way to model a distribution such as this is by ngakin

on their neighbors and how these influences propagate thritieg
network. To the best of our knowledge, the particular probikat

we tackle in this paper has not been studied before for suatga |
network. We define the problem in precise mathematical temds

then present a formalism which has the advantage of being ver Ps(R|S) =

simple to understand and yet presents many insights intdatee

Though our experiments have been done in the context of IM and

search, we expect the same results would hold for a widetyarie
networks, such as online gaming systems, newsgroups, @l so
web sites, and also for a wide variety of behaviors, such a& wh
Web sites users visit, where they shop, etc.

The outline of the paper is as follows. We first provide théoad
motivation for the problem. The next section describes Hiaskts
in detail. This is followed by the experimental set up and dewi
variety of results. The paper concludes with some direstion
future work.

2. THEORY

a naive Bayes [5] assumption, which renders the attributéagii-

ties independent of each other givBn This leads to the following

equation:

Py(Sa,|R)Pa(Sa,|R) - - - Po(Sa,, [R)|R) Pa (R)
Py(S)

4
The goal in this paper is to directly evalud®g (S, | R) for all Ay.
We should mention here that in evaluating these probaslitbur
intention is not to calculat®s (R|S). Rather, our goal is to ana-
lyze and understand these quantities by themselves. licylart
we would like to compare the conditional probabilitis (S 4, |R)
with their prior probabilitiesPs (S4,, ) to understand how the prob-
abilities change when information about the relationghig avail-
able.

3. DATASETS

We used two datasets for the analysis in this paper. The first
corresponds to the interactions between different usetiseollSN

Consider a set of users in an online environment. Each user is Messenger instant messaging network. This was obtainedghr

represented by some relevant set of attributes. For exarime
attributes of interest could be keywords searched, agegeipder
etc. Let this set of users be denotediby Further, let some of the
users interact with each other in some online interactiomremn-
ment e.g. an instant messaging network. Rdbe the relation de-
noting which pair of users interact with each other in thegienvi-
ronment. Further, let us assume tiRaalso encodes the parameters
associated with the kind of relationship which exists bemveach
pair of users. For example, in the IM environment, theserpara
eters could be the total talk duration, number of chat sassitc.
Given this setting, there is some underlying mo@#éU, R) which
describes the distribution over various users (repredentéerms
of the attributes representing them) and the relationsbkipéen
them. Let the corresponding distribution be denotedpyU, R).
One of the quantities of interest B (U|R) i.e. what user char-
acteristics hold given a particular instanceraf For example, one
might want to predict the demographics of a set of users givan
they talk to each other. Another quantity of interesPis(R|U)
i.e. what relations hold given the set of user charactesstiAn
example of this would be predicting who talks to whom givea th
keyword searches performed by the various users in the domai

Given the set of user characteristi¢sa pairwise similarity vec-
tor can be calculated for each pair of users using some wiaigrl
similarity metric for each attribute. Lefy; denote the set of pair-
wise similarities which exist amongst users in &et Now, let us
make a simplifying assumption about the model. We will assum
that the relationships between users depend only on thédasimi
ties between them, and not on the individual user charatiesi
Mathematically,

Pe(R|U) = Pp(R|Su) 1)

For the simplicity of notation, we will denot&y; by S unless oth-

the MSN Messenger logs maintained by Microsoft corporation
The second piece of data corresponds to keyword searcheshyad
various users on the Microsoft Web search engine (Windows Li
Search), along with the information about personal charastics
such as the user’s zipcode, age, and gender. Next we wiltidesc
these two datasets in detail.

3.1 Social Network Data

For the structure of the social network, we used data on user
interactions in the MSN Messenger network, for a period oieti
in the summer of 2006. The raw data logged each event on the
network, such as joining a chat session, chat invites, hggaichat
session etc., along with corresponding time-stamps. Weirodod
the raw data from Leskovec and Horvitz [14], which we proedss
to extract out relevant attributes. The final data contatfedillion
chat sessions, involving 162 million users. There were 8li®
pairs of users who interacted with each other at least ordgeée
in the social network), meaning on average a user pair icteis8
times during the period of data collection.

The original data contains a wealth of information such asmwh
each chat occurred, the length of each chat, etc. For thisrpap
reduced this to a few statistics per user pair: the total rernolb
chats between two users, the total number of messages gethan
and the total time spent chatting. This means we are ignaing
fects that may depend on, for example, the time of day, or &hie v
ance in chat session lengths (though we hope to examine ithese

LIt is important to point out here that we did not have any asces
to the actual contents of the chats that occurred on the mietwo
The only information that we had access to was which uses talk
to which, and for how long / over how many sessions. Further, t
information was available only in the form of anonymizedrids;
there was no way for us to get back to original user identitssg
these ids.



Table 1. Aggregated M essenger Session
[ userid1] userid2] #sessiong #sentl] #sent2| duration ]

future work). Table 1 shows the fields stored for an aggrebate
session.

#sessions denotes the total number of individual sessions involved
in the aggregatetfsentl, #sent2 denote the total numbers of mes-
sages sent by each user aggregated over all the sesBiaration
is the total duration of all the sessions combined. As a sate,n
it is interesting to mention here that creating these aggeghses-
sions involved quite a few engineering skills. The sheermitade
of the data made it unwieldy; aggregating pairs of user idsive
an interesting task in and of itself.

3.2 Personal Interests Data

For information about people’s interests and charactesistve
used a subset of Microsoft Web search data collected oveti@dpe
in the summer of 2008.The data contains half a billion searches
performed by about 30 million distinct usér$o, on average, each
user issued about 17 different searches during the periathtaf
collection. The raw data contained more than 20 differenbates
for each search log entry, including information about therumak-
ing searches (age, zipcode, gender etc.) and about the kdywo
being searched (query, query category etc.). As with thesbtes
ger data, we reduced this to just 7 relevant fields, thusrigssiit
information about what time of day the search was issued Vétc
aggregated all searches performed by a given user into dnge en
storing a concatenated list of all the search queries isbyazhch
user during the given period. Table 2 shows what an aggreégate
search entry looks like. Ayuery/main-category/sub-category list
corresponds to a comma separated list of individual queneis-
categories/sub-categories respectivgbery is the cleaned version
of the keyword query issuéd Query category is decided based
on classification of each possible keyword query into a texell
query type hierarchy. This hierarchy is pre-generatedgusire
open directory project dmoz (http://dmoz.org) to classifyious
web pages. Each query is placed somewhere in the two-lexel hi
archy based on the documents it returns and where those datsim
lie in the original hierarchy. The first level of the hieraydhas 7
differentmain categories and includes things like software, enter-
tainment etc. Each category in the first level is furtherdid giv-
ing rise to 35 different sub-categories. For example, sfwhas
sub-categories such as operating systems, programminghgéc
group is a discrete valued attribute representing 7 age-grouk-buc
ets. For simplicity of notation, henceforth, we will simplgfer to
age group as agé&sender is eithermale or female. Zip is string of
alphanumeric characters identifying a geographical lonat

3.3 Joining the Data

Once we obtained the messenger data and the search data, th
were joined together into one dataset where each tuple kds-th
formation about the aggregated messenger session as whak as
searches for each user in the pair. This was simply done by sca
ning through the aggregated messenger data and appendiagho

2Every effort was made to have maximum overlap between the col
lection times for the messenger data and the search data.

3This includes only those searches for which we had the user id

information available

4Cle_aning involves removing punctuation symbols, stemmiag
moving stopwords such as 'a’, 'to’,’of’ etc.

tuple the aggregated search entries for the correspondiegids
from the search data. Only those sessions where searcbsantie
available for both the users were kept. The resulting datase
sisted of 76 million tuples (one tuple for each user pairyreo
sponding to 13 million unique users. This joint tuple is shaw
Table 3. Hereg denotes the query listnain-cat denotes the list

of main-categories anslb-cat denotes the list of sub-categories.
#messages denotes the total number of messages exchanged be-
tween two users. This is the final form of data that we minedhén t
experiments described in the next section.

4. EXPERIMENTS

We performed a number of experiments on the joined messen-
ger and search data described in the previous section. Tte fir
set of experiments establish a basic correlation betwdkingeon
messenger and similarity of various attributes. (Thathis, ¢on-
ditional probabilitiesPs (Sa, |R) are significantly different from
the prior probabilitiesPs (S4, ), R being the messenger pair rela-
tion (see Section 2)). Further sets of experiments analgzethe
correlation varies with varying the talk time, conditiogion cer-
tain attributes (such as zip) and the effect of having a rmigin
common rather than being directly connected on the messanage
work. All our results are statistically significant<®.01), unless
otherwise mentioned. We will first describe the way we coraput
the similarities for various attribute values. This will fidlowed
by the details of our experiments.

4.1 Computing the Similarities

For the purpose of similarity calculation, we treated eatch a
tribute value as indivisible. Therefore, the similaritjuais 1 if
the attribute values are same, 0 otherwise. For queries|soeg-
perimented with a softer similarity score which is explaifeter in
this section.

LetU = {U1,Us,--- Uy} be the set of unique user ids in our
messenger/search environment. Het {4, As - - - A, } denote
the set of attributes associated with each user. Each < k <
m, takes values from a finite domaib,. For example, ifA; was
gender, thenD;, = {male,femalé. In our case A varies over
queries issued, main-categories, sub-categories, zipaad gen-
der. Queries issued, main-categories and sub-categaitldsewe-
ferred to asquery attributes as their value depends on the query
issued by the user. Other attributes i.e. zip, age and gevitldre
referred to apersonal attributes. We will use the notatio/;. Ay,
to denote the value of'" attribute associated with us&f. For
instance, ifA; was genderlJ;. A, would denote the value of the
gender for uset/;,. Further,U;; will denote the user paifU;, U;).
Note that in case of multi-valued attributes e.g. whinis queries
issued,U;. A will denote a multiset of values coming from the
domain of attributed.

Let us assume that we have been given a subset of user pairs,
denoted byS. Given S and some attributel,, we would like to
compute the probability?(U;.Ar = U;.Ay) where(U;,U;) is a

e|¥;1ndomly chosen user pair frofh We can broadly divide the set of

attributesA into two categories for the purpose of this probability
calculation.

e Single-valued attributes: The probability calculation is straight-
forward in this case. The required probability is simply the
fraction of the total number of pairs which take the same
value for the given attribute. The single-valued attrilsuaee
age, gender and zip.

e Multi-valued attributes: In this case, the probability is the
average over the probabilities of an attribute value beieg t



Table 2: Aggregated Search Session

[ userid] query list| main-category lis

sub-category lis{ age group| gender]| zip |

Table 3: Joined Tuple

[ userid1] userid2] g1 | g2 | main-catl] main-cat2] sub-catl] sub-cat2]

[ agel] age2] genderl] gender2| zipl | zip2 | #sessiong #messages duration |

same for each pair of uset§; € S. Given a pairU;; and
an attributeAy, the probability thatd, takes on the same
value forU; andU; (denoted byP;; (U;.Ar = U;.Ay)) is
calculated as follows. It is the fraction of entries in thess
productU;. Ay, x U;. A which correspond to the same value
for bothU; andU;. For example, letd;, be the queries is-
sued and/;. Ax ={"OS performance"”, "OS windows", "OS
mac"}andU;. A, ={"OS performance”, "OS Microsoft, "OS
apple"} then,P,L-j(Uz-.Ak = UJAk) = 1/9.

In the methodology described above, each query is treatad ias
divisible string. The probability of match is non-zero (aglals 1)
iff two query strings match each other exactly. As describdibear
we additionally treated each query as a bag of words to aghiev
softer similarity. The multiset of words appearing in ak tiueries
issued by each user was compufedFor example, if a user is-
sued the queries in the set {"Red Dog", "Smart Dog", "Bull§og
then the corresponding multiset of words would be {Red, $mar
Bulldog, Dog, Dog}. These multisets can then be plugged into
the equation above to calculate the desired probabilitesvbrd
matches. We call this new attributerd and it is also one of the
query attributes.

Note that for the case of multi-valued attributes, thereraa@y
ways to compute the similarities of attribute values. Trsgglar-
ities can then be folded into some kind of probability cadtiains.
For example, one can take the ratio of the size of the inteéogec
and the size of the union of the attribute values. Or the dodypct
between the two multisets can be taken. The primary motindtr
the way we did it is was that it is in some sense closest to ttiemo
of "What is the chance that randomly selected attributeesafor
the multisetdJ;. A, andU;.A,, are actually the same?". Neverthe-
less, exploring other similarity measures is an intergdtiinection
for future work.

4.2 Establishing the Correlation

The main goal of our basic experiment was to find out thlks
to B andC is some other random user, then4idikely to be more
similar to B thanC? That is, whether having additional informa-
tion that a pair of users talk to each other on the messengsorie
increases the likelihood of their searches as well as ottiesopal
characteristics being similar. The motivation for compgrivith a
random pair of users is as follows. Given any two users in tag-m
senger environment, there is some prior chance that théybeil
similar to each other, on any given attribute value. (Thotrgise
prior probabilities will be different for different attrittes.) For ex-
ample, there is probably a good chance that the word "resstéiur
appears in the queries of a randomly selected pair of useza the
common usage of this word. Then our goal is simply to discover
any additional signal for similarity given the fact that thair of
users talk to each other on messenger. Mathematically, we co
pared

5This computation is done on the fly in our implementation.

e Basdine: P(U;. A = Uj;.Ai|(i,j) € R) whereR is the
set of all possible user pairs

e Messenger: P(U;.Ax = U;.Ak|(4,5) € M) whereM is
set of users who talk to each other

We will simply refer to these probabilities as similaritiédgure 1
plots the results in the form of a histogram. The left graptmsh
the results for query attributes, and the right graph shanpér-
sonal attributes. Each attribute has two bars, the first dviagy
the similarity (in percentage) for a random pair and the sdame
for a messenger paft. We also give the results in tabular form
(Table 4) to present the exact similarities.

These results clearly show that having the additional mfdion
that a pair of users talk to each other on messenger incréases
likelihood of their query attributes being same. There isagip-
ularly high jump in the similarity for queries for a messenpair.
The similarity is almost zero for the case of random pairsyale
strating that exact query matches are very unlikely in ganéfor
messenger users, the similarity is seven times higher. dhitd
mean the users share an interest, or could indicate theyt ibégh
searching for what they are talking to each other aboutfyieg
which is an important direction for future work.

For the personal attributes, zip similarity is very low fandom
pairs (1%), but quite high for messenger pairs (13%). Thicates
that people who talk to each other are quite likely to be ledan
the same geographical area. The similarity for age alsogiseni
for the messenger pairs, indicating that people tend towéthin
the same age group more often than not.

The case of gender is interesting. The probability of gender
being the same decreases (and goes below the unbiased poin fli
probability) given the additional information that two e talk
to each other. This indicates that people are more likelwnloto
persons of opposite gender on the messenger network, aestte
ing finding from a sociological point of view.

4.3 Varyingthe Talk-time

Having established the basic correlation, the goal of out set
of experiments was to find out: i talks to B more thanA talks
to C, then isA likely to be more similar taB thanC? That is,
to analyze the effect on the similarity of user attributeshestotal
duration of talk-time on messenger network is varied. Waéth
all the messenger pairs into five bins based on the totalidarat
the time they talked to each other. The distribution of megee
pairs is skewed towards having a low talk time. Thereforsteiad
of having equal duration bins, we had bins having same nuwiber
messenger pairs. The lowest bin number corresponds todke le
talk time. For each bin, we then calculated the probabilftyar-
ious attributes being same as in the basic experiment. These
then plotted against the baseline. Mathematically, we @vet

5Some of the bars such as the one for baseline query simitasty
barely visible because they almost coincide with X-axis.



Table 4: Similarities (%) comparing random pairs and messenger pairs

Word | Query | Main Category| Sub Category] Zip | Age Group| Gender
Baseline | 0.51 | 0.09 15.26 6.23 0.81 34.40 51.67
Messenger] 1.00 | 0.62 16.68 7.59 13.00 64.19 48.74
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Figurel: Similarities(%) comparing random pairs and messenger pairs: query attributes(left) and personal attributes(right)

e Basdline P(U;. Ay = U;.Ax|(4,7) € R)

e Binn(l <n <5): P(UZAk = UJAk|(Z,j) € M,B;; =
n) whereB;; denotes the bin number for the talk duration of
pair (U;, Uj)

Figure 2 plots the histograms for various attribute sintikes. On
the left, we have query attributes and on the right, we havsopeal
attributes. Baseline is represented by the first histogram ®ub-
sequently, each bar represents a particular duration hiveinrder
of succession. Figure 3 shows the results in a graphicaldbrithe
X-axis represents the bins. There is a curve for each attrghow-
ing its similarity value at each bin. This helps analyze tredigent
in the similarity values as the talk duration is increased.

For any talk duration, the messenger pair similarity is ntbes
the baseline similarity for all the query as well as persattaibutes.
Further, similarity increases monotonically with incrieastalk du-
ration for all the attributes. The only exception to this ender
where the similarity tends to fluctuate. These results leatthe
conclusion that people who talk to each other more are micedyli
to be similar to each other. After the initial jump from thesba
line, all the curves (except gender) rise more or less snouiith
increasing talk duration.

careful with what they write or they are simply writing lomgaes-
sages. As in the case of total and average talk durationssee u
five bins dividing the average time spent per message. Figure
shows the histograms for the similarity values. Figure Ssptbe
results graphically.

For all the query attributes and for zip, the similaritieadeo
decrease with increasing time spent per message. Thisiitvat-
shorter messages are probably indicative of a pair of uskosane
more familiar with each other (e.g., close friends), anchsoairs
are more likely to share interests. The last bin is an intergs
exception, where similarities increase in some of the cadlesare
not sure why this happens and analyzing whether there isla rea
trend there is a part of the future work. Age similarity does n
seem to have any trend with increasing time spent per message

For the case of gender, the similarity monotonically desesa
with increasing time per message. In other words, usersispere
time per message when they talk to people of opposite geader,
very interesting finding which warrants further exploratio

4.4 Conditioning on Personal Attributes

Above, we have shown that people who talk to each other tend
to have similar interests, as evidenced by increased sityiia
what they query for. We have also shown that they are morégylike

Further, we wanted to differentiate between users with many than random to be of similar age and location. One questiah th

short sessions vs. few long sessions. Intuitively, thiskis inea-
suring the difference between superficial common frierushs.
deep friendships. This can be done by looking at how sintiieri
vary as the average (instead of total) talk duration changesn
the case of total duration, we used five bins dividing the ayer
talk duration. The results in this case are qualitativatyilsir to the
results for the case of total duration. As the average sessigth
is increased, the similarities also increase monotoricall

Lastly, we wanted to analyze if anything can be inferred from
the time taken to type each message (and including any tige la
that happens before typing next message). A longer timedch e
message would probably indicate that either the particigatsers
are not very interested in the conversation or they are beéng

naturally arises is, is the similarity of interests due kote the
fact that people who talk to each other have similar demducap
(for instance, if | and a friend are both in Seattle, we wiltlbo
tend to query about local sporting events), or is there morig, t

a genuine sharing of interests. To answer this, we compaed t
probability that queries (and their categories) were timeesevhen
one or more of the personal attributes (zip, age and gendsg w
the same. Mathematically, we compared

e Basdine: P(ULAk = UJAk|(’L,j) S R)

e Conditioned Basdline: P(U;.Ar = U;.Ak|(1,5) € R,Cy; =
true) whereC}; is some Boolean condition specified on the
attributes ofU; andUj, e.g.C}; could beU;.zip = Uj.zip
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e Messenger: P(U;. Ay = U;.Ay|(4,§) € M)

e Conditioned Messenger: P(U;. A = U;. Ai|(i,5) € M, Ci; =
true) whereC;; is as before

Figure 6 shows the histograms for similarities conditignom all
personal attributes being same. First two bars are for thelinas
(unconditioned and conditioned, respectivelynd next two bars
for the messenger (unconditioned and conditioned, reispégt
C-Basdine and C-Messenger are the shorthands for conditioned
baseline and conditioned messenger, respectively.

The conditioned baseline similarities very closely folldvwe un-
conditioned baseline similarities. This is interestingdgse it says
that the query similarity values for a random pair of userthini
same demographics are not much different from similarityes
of a random pair of users. This is unlike messenger pairsravhe
similarities are higher for user pairs within the same deraply-
ics. More importantly, the conditioned messenger siniksiare
consistently significantly higher than the conditioneddtiag sim-
ilarities. This confirms our thesis that there is in fact augea
sharing of interests between user pairs who talk to eachr othe
the messenger.

"The difference between the two baselines was not stafigtiig-
nificant.

Figures 7, 8 and 9 show the results conditioning on zip, age an
gender being same, respectively. The results are quadibagimi-
lar to the case conditioning on all personal attributesdpsame.

45 Effect of Indirect Links

The goal of this final set of experiments was: If A talks to B and
B talks to C, then what kind of similarity exists between A acrel
In other words, we would like to find out whether users who rave
friend in common also exhibit the same type of similarity asrs
who chat directly to each other. To answer this question,imply
need to calculate the similarities over a network where taersi
are connected if they have a common talking friend (by whieh w
mean, if there is a person in common that each user talks teein t
IM network.). We call such a network2ahop network as one has to
traverse two hops in the original network to reach a usertefast.
Analogously, the original messenger network can be calietha
1-hop network. (Note that a pair of users can belong tolthep
network as well th@-hop network if they talk to each other directly
and also have a common talking friend.) Since there are mang m
2-way paths than-way paths, the size @&-hop network would be
much more than the size of the original network (in our case, i
would have been about 10 times the size of the original néfwor
Working on the complet@-hop network would be too slow and
inefficient. Therefore, we sampled the user pairs uniforfrdyn
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Figure4: Variation in similarities(%) with aver age time spent per message: query attributes(left) and personal attributes(right)
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Figure 9: Similarities(%) of query attributes conditioning on
gender being same

this network (the sampling was done online as we construbied
2-hop network) to get a sample which was roughly the same size
as that of the original-hop network. The results that we report are
over this sampled subset of tBehop network®. Mathematically,

we compared

e Basdline P(U;. Ay = U;.Ax|(4,7) € R)
e 1-hop: P(Ui.Ax = U;. Ai|(i,5) € M)

e 2-hop: P(Ui.Ax = U;.Ax|(i,j) € M?) whereM? is the
set of user pairs in the-hop network

Figure 10 shows the histograms for the similarities. As befthe
left graph shows the similarities for query attributes amel tight
graph for the personal attributes. The first histogram haneisents
the baseline, second tRehop network and the last one thhehop
network. As one would expect, the similarity values2ihop net-
work are somewhere in between théop similarities and random
pair similarities.

8Although, we report the results over a particular sampletried
few iterations of sampling and the results were invariamt &b
practical purposes.

For all the query attributes and for zip, thenop similarities are
midway between thé-hop and baseline similarities. For age, the
2-hop similarity is very close to the-hop similarity.

At 2-hops, it is much more likely to find people with the same
gender. This makes sense given that people of opposite igarele
more likely to talk to each other in the original network. &n
friends are more likely to be of opposite genders, friendsiefds
are more likely to be of same gender.

Overall, one can conclude from these results that, people wh
have a common talking friend are more likely to be similamtha
random pair of users.

Now, generalizing the above idea, one might ask the question
"What kind of similarities exist between users who are coter
to each other through a chain (of some length) of talkingnfta".
This question can be simply reduced to calculating the apitis
in ak-hop network. Ak-hop network connects all those user pairs
which can be reached from each other usingr less number of
edges (hops) in the original network. Giverkdop network, the
(k 4+ 1)-hop network can be constructed by doing matrix multi-
plication of the adjacency matrices for thenop network and the
original networkM. A k-hop network in general would be much
bigger than the original network and one needs to work on a ran
domly sampled subset of the network, where sampling is tmifo
over all the user pairs connected in the network. Gettingrdoi-u
ased sample efficiently and analyzing how similarities dieml as
k increases is a part of the future work. Note that for a coratect
network, ask approachesV (N being the total number of users in
the network) the similarity values will reach the randon saini-
larities.

46 Summary

Summarizing the results, we showed that people who talkdb ea
other on the messenger network are more likely to be sinikan t
a random pair of users, where similarity is measured in tesfns
matching on attributes such as queries issued, query césgage,
zip and gender. Further, this similarity increases withréasing
talk time. The similarities tend to decrease with incregsiverage
time spent per message. Also, we showed that even withirathe s
demographics, people who talk to each other are more likebet
similar. Finally, as we hop away in the messenger netword, th
similarity still exists, though it is reduced.

5. RELATED WORK

Understanding the relation between the nodes and edge®in a s
cial network is an active topic of research in the areas absmgy
and social networking, as well as in computer science.

In social networking, the idea that people with similar etar
teristics tend to be connected is called homophily. McRireet
al. [15] give an excellent review of work done on homophily in
real-world networks. In their paper, McPherson et al. artas
additional research on homophily should be done, partityutth
regard to how it affects the evolution of the social netwaoker
time. We hope that our work can be a good starting point for
understanding homophily on the Internet, and plan to loothat
time-evolution of the network in future work. Sproull andttea
son [19] discuss how the participation in online commusiti@ght
affect the every day lives and behavior of the people in thesichl
world. Our work can be seen as an experimental approach to an-
alyzing these effects in the context of demographics ansopet
behavior (keyword searches) of the involved users.

There are a wide variety of real-world social networks thateh
been studied extensively in the literature. For exampleyomks
involving sexual relations and disease [2][8]. Typicallypugh,
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Figure 10: Similarities(%) in a 2-hop network: query attributes(left) and personal attributes(right)

they are fairly small, consisting of tens to hundreds of sod®f
the research relating the characteristics of people with gocial
connections, we are not aware of any that was done on a retd-wo
network of the size undertaken in this paper.

In the realm of statistics, a variety of work on modeling sbci
networks also takes advantage of these principles. For gram
Handcock and Raftery’s [11] model for social networks imBr
rates assumptions about transitivity in link structureA(ifs con-
nected to B and B is connected to C, then A is likely conneated t
C), and attribute homophily (if A and B have similar attriestthey
are likely to be connected). Given the model, inference oara p
tial network can be done to estimate unobserved links dbate
information. Work on modeling social networks has also been
plied to viral marketing, with a series of recent papers #tmpt
to mine how important each node is in propagating certaiasae
innovations through the network ( [6], [18], [12],etc.) aslias
understanding the dynamics of a viral marketing system [13]

6. FUTURE WORK

There are many directions for future work in this area. Weldiou
like to experiment to see whether the positive correlatimetsveen
keyword search similarity and IM talk time extend to the cabe
whether users click on advertisements as well. The hypisthes
that if one user clicks on an advertisement, and is connected
another user in the IM network, then the other user is moedlito
click on the same ad. More generally, we hope to build a ptiedic
model for both what searches the user is likely to make, akasel
what advertisements the user is likely to click on, given \btshe
talks to and the characteristics of those users (what theayglsdor
and what ads they click on). This could be used to personalize
search engine results, or even suggest novel queries te¢he¢hat
they may not have thought of themselves.

In this paper, we considered only chat sessions of two ugégs.
would also like to experiment on multi-user chat sessianset if
the correlations found in this paper exist (or might eventtmnger)

On the Web, it is often assumed that pages that are connectediy sych situations. It may also be possible to use the shared i

to each other are likely to be about the same topic. This "Web
homophily" can be used to advantage in, for example, findimg-c
munities of Web pages [9][10] and the ranking of Web pages [17
In the former, the homophily means an algorithm can find ehsst

of Web pages that are on a similar topic by looking only at ihies|
structure. In the latter, it is assumed that a link betweeningf
pages that are on the same topic is a "stronger" link, andidhou
therefore be more highly regarded in the PageRank computati

Because we have found homophily in the instant messaging net
work, it is interesting to apply the techniques used on thé Ve
the social network setting. The work on Web communities sstgy
that we may be able to find clusters of people with similarrises
simply by looking at the structure of the social network. Tvark
on ranking implies that we might want to consider social @mn
tions between users with the same interests to be "strongesh
determining, for instance, what people have high netwofkiin
ence, or are central to the network. We hope to study thesetseff
in future work.

Leskovec and Horvitz [14] also performed an analysis on mes-
senger data which overlaps with the data used in our expeténe
While some of the demographic analysis is similar, our asialfo-
cused primarily on measuring the similarity of users basetheir
interests, expressed by their search queries. We see theiras
complementary to ours.

formation about two users who are currently chatting in ptde
suggest a third person that they might be interested to fair t
conversation. We hope to build a model for when two userseravi
third person into their chat, to see whether we can predict tivht
person would be given the interests and demographics ofatbe t
users already chatting.

Because the connections in a social network are based on com-
munication, information tends to flow through them. We hape t
study the query behavior of the users through time, to discov
what types of queries (for instance, sensational newsttesigread
through the network, and what other queries (for instancegdim
cal) do not. Such a model would capture the topological, dsase
chronological properties of this spread, and identify thg ksers
that influence this process.

There is some work on classifying queries based on theirdgemp
ral characteristics (such as time of the day, day of the waek[d]
and type based on if it is a navigational, transactional éorin
mational query [3]. We hope to incorporate these effects autr
model as part of the future work.

Finally, we would like to examine whether the correlatiors d
covered here are found in other domains, such as online gamin
environments and social networking sites (such as Faceandk
MySpace). We expect to find that, as with instant messagseysu
who are connected in these networks will also be similar thea
other. It will be interesting to compare the relative magdé of



similarities across the various axes to identify how eacimaia
differs.

7. CONCLUSION

In this paper, we showed that users who talk to each other in an

IM environment are significantly more likely to share intgeethan

a random pair of users. Our analysis is based on a probabilist

model over users and their attributes and relations. Thdasim
ity between users strengthens with the amount of time thepdp
talking to each other, and also holds for users who have iadfiie

common but do not necessarily chat with each other. To the bes

of our knowledge, this is the first experimental study of iitsok

Though the results presented in this paper are preliminayhe-
lieve that they demonstrate significant promise for furtlesearch
in this area, paving the way for many advances in existingane|

applications for the Internet.
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