First Person Action Recognition Using Deep Learned Descriptors

Suriya Singh 1  Chetan Arora 2  C. V. Jawahar 1

1 IIIT Hyderabad, India  2 IIIT Delhi, India

Abstract

We focus on the problem of wearer’s action recognition in first person a.k.a. egocentric videos. This problem is more challenging than third person activity recognition due to unavailability of wearer’s pose and sharp movements in the videos caused by the natural head motion of the wearer. Carefully crafted features based on hands and objects cues for the problem have been shown to be successful for limited targeted datasets. We propose convolutional neural networks (CNNs) for end to end learning and classification of wearer’s actions. The proposed network makes use of egocentric cues by capturing hand pose, head motion and saliency map. It is compact. It can also be trained from relatively small number of labeled egocentric videos that are available. We show that the proposed network can generalize and give state of the art performance on various disparate egocentric action datasets.

1. Introduction

With availability of cameras from GoPro [2], Google Glass [1], Microsoft SenseCam [3] etc., the wearable cameras are becoming a commodity allowing people to generate more and more egocentric video content. By making first person point of view available, egocentric cameras have become popular in applications like extreme sports, law enforcement, life logging and home automation.

The egocentric community has been trying to develop or adapt solutions to a wide variety of computer vision problems in the new emerging context. Work done in last few years has ranged from problems like object recognition [10, 35, 36], activity recognition [7, 9, 27, 29, 31, 37, 41, 42] to more applied problems like summarization [4, 22, 26], and predicting social interactions [8]. Interesting ideas which exploit special properties of egocentric videos have been proposed for problems like temporal segmentation [16, 33], frame sampling [34, 49] and hyperlapse [18]. Newer areas specific to egocentric vision such as gaze detection [24] and camera wearer identification [11, 32] have also been explored.

We focus on the recognition of wearer’s actions (or first person actions) from egocentric videos in each frame. We consider short term actions that typically last few seconds, e.g., pour, take, open etc. We do not assume any prior temporal segmentation. First row in Figure 1 shows the frames corresponding to some example actions.

Recognition of wearer’s actions is a natural first step in many egocentric video analysis problems. The problem is more challenging than third person action recognition because of unavailability of the actor’s pose. Unlike third person actions where the camera is either static or smoothly moving, there are large shakes present in the egocentric videos due to head motion of the wearer. The sharp change in the viewpoint makes any kind of tracking impossible which makes it difficult to apply third person action recognition algorithms. Therefore, hands and handled objects become the most important cues for recognizing first person actions. Figure 1 helps in visualizing the same.

Researchers have understood the importance of egocentric cues for the first person action recognition problem. In last few years several features based on egocentric cues such
as gaze, motion of hands and head, and hand pose have been suggested for first person action recognition [7, 9, 10, 25]. Object centric approaches which try to capture changing appearance of objects in the egocentric video have also been proposed [28, 31]. However, the features have been hand tuned in all these instances and shown to be performing reasonably well for limited targeted datasets.

Convolutional neural networks (CNNs) have emerged as a useful tool for many computer vision tasks. However, training such deep networks require huge amount of labeled samples. Unavailability of large amount of data in egocentric context makes their direct use non-trivial for first person action recognition.

This paper proposes a framework for general first-person action recognition with following specific contributions:

1. We propose and demonstrate the utility of deep learned egocentric features for the first person action recognition. We show that these features alone can surpass the state of the art. They are also complementary to the popular image and flow features.

2. We provide an extensive evaluation of our deep learned features on various datasets widely different in appearance and actions. Our method performs well on four different egocentric video datasets with no change in the parameters.

3. The specific focus of the earlier works have restricted the standardization across various datasets and evaluation methodologies. To overcome this, we annotated a large number of publicly available egocentric first person action videos. We make the annotated datasets, network models and the source code available1.

2. Related Work

Action recognition has traditionally been from a third person view, for example, from a static or a handheld camera. A standard pipeline is to encode the actions using hand crafted features based on keypoints and descriptors. Some notable contributions in this area includes STIP [21], 3D-SIFT [38], HOG3D [17], extended SURF [48], and Local Ternary Patterns [50]. Recent methods [12, 19, 45, 46] have shown promising results which leverage the appearance and motion information around densely sampled point trajectories instead of cuboidal video volume.

Deep learned features for action recognition have also been explored. Works like Convolutional RBMs [43], 3D ConvNets [13], C3D ConvNet [44], Deep ConvNets [15] take video frame as input. Recently, Two-stream ConvNets [39] introduced spatial and flow streams for action recognition.

Hand-crafted descriptors along trajectories lack discriminative property while deep learned features fail to capture salient motion. The TDD features proposed by [47] try to establish a balance by using deep convolutional descriptors along the trajectories.

We show later that both trajectory based techniques [45, 46] as well as deep neural network approaches [39, 47] do not capture the egocentric features. This restricts their performance for first person action recognition. Our egocentric features alone perform better than the state of the art. The proposed features can be complemented by the features suggested for the third person action recognition to get a further boost in the performance.

Appearance models are hard to develop from foreground or background objects due to quickly changing view field in typical egocentric videos. Spriggs et al. [41] have proposed to use a mix of GIST [30] features and IMU data to recognise first person actions. Their results confirm the importance of head motion in first person action recognition. Pirsiavash and Ramanan [31] attempt to recognise the activity of daily living (ADL). Their thesis is that the first person action recognition is “all about the objects” being interacted with. Lee et al. [22] present a video summarization approach for egocentric videos and use region cues indicative of high-level saliency such as the nearness to hands, gaze, and frequency of occurrence. Fathi et al. [10] recognize the importance of hands in the first person action recognition. They propose a representation for egocentric actions based on hand-object interactions and include cues such as optical flow, pose, size and location of hands in their feature vector. In sports videos, where there are no prominent handled objects, Kitani et al. [16] use motion based histograms recovered from the optical flow of the scene (background) to learn the action categories performed by the wearer. Singh et al. [40] proposed a generic framework which uses trajectory aligned features along with simple egocentric cues for first person action recognition. They have released a challenging ‘Extreme Sports’ dataset of egocentric videos and showed that their method works even when there is no hand or object present in the video. Other works [6, 33] have focussed on recognising long term activities of the wearer lasting several minutes such as walking, running, working etc. Several of these methods are shown to be effective for limited targeted datasets of interest. In this paper we propose convolutional neural networks for first person action recognition trained using egocentric cues which can generalize to variety of datasets at the same time.

3. Ego ConvNet

Hand-eye coordination is a must to accomplish any object handling task. Whenever a wearer interacts with objects (grasps or reaches for the object), hands first reach out for the object, the pose of the hand is determined by the grasp

1. http://cvit.iiit.ac.in/projects/FirstPersonActions/
type for the object. Assuming that the wearer is looking straight, the head motion pattern is same as the gaze pattern, which follows the hands or the handled object. Hands often get occluded behind the handled objects. In this case, dominantly moving parts of the scene may give useful hints about the focus of the action. This coordination pattern is common for a vast variety of hand-object interactions. Capturing this information allows the wearer to learn how the wearer interacts with his surroundings in order to carry out various actions.

We train an ‘Ego ConvNet’ to learn the coordination patterns between hands, head and eye movement. There are various challenges in this approach:

- Pixel level annotation of hand and object is very costly.
- Gaze or saliency map is usually captured with the help of separate eye tracking sensors. To make our approach generic we do not want to use extra sensors. We use egocentric video as the only input.
- Egocentric video analysis, being a relatively new field in computer vision, lacks a large enough annotated data for training a neural network.

To overcome these issues, we have used computer vision approaches to generate egocentric cues, which can be used for training a compact neural network with relatively small amount of labeled training samples.

### 3.1. Network Input

**Hand Mask** Hand pose in egocentric videos provides useful information for understanding hand-object manipulation and analyzing hand-eye coordination. However, egocentric videos present new challenges such as rapid changes in illuminations, significant camera motion and complex hand-object manipulations. Without relying on manually segmented hand mask as input for the network, we automatically segment out hand regions by modelling local appearance of hand pixels and global illumination. We learn the models from a small set of manually segmented hand regions over a diverse set of imaging conditions.

To account for different illumination conditions, Li and Kitani [23] have suggested to use a collection of regressors indexed by a global color histogram. We follow their approach and use the response of a bank of 48 Gabor filters (8 orientations, 3 scales, both real and imaginary components) to capture local textures. We create appearance descriptors using RGB, HSV and LAB color spaces from 900 super pixels.

The posterior distribution of a pixel $x$ given a local appearance feature $l$ and a global appearance feature $g$, is computed by marginalizing over different scenes $c$.

$$ p(x | l, g) = \sum_c p(x | l, c) p(c | g) $$

where $p(x | l, c)$ is the output of a discriminative global appearance-specific regressor and $p(c | g)$ is a conditional distribution of a scene $c$ given a global appearance feature $g$.

We perform k-means clustering on the HSV histogram of each training image. For each cluster we generate different global appearance models by learning separate random tree regressor. Histogram allows for encoding both the appearance as well as illumination of the scene. We train $n = 11$, models in our experiments. We assume that the hands viewed under similar global appearance share a similar distribution in the feature space. The conditional distribution $p(c | g)$ is approximated using a uniform distribution over the $n$ nearest models.

Second row in Figure 1 shows the hand masks obtained for some example actions using the described method.

**Head Motion** Egocentric camera is often mounted on the wearer’s head and mimics its motion. Due to the natural pivot of the head on the neck, the induced motion is a 3D rotation which can easily be captured using a 2D homography transformation of the image. We use optical flow for correspondence (avoiding hand regions) and estimate frame to frame homography using RANSAC. Use of optical flow instead of feature matching using local image descriptor such as SIFT or SURF avoids extra computation overhead. It also ensures robustness against moving objects that may be present in such videos. We set the bound on head motion between two consecutive frames to be between $-5$ pixels and $+5$ pixels. Head motion in $x$ and $y$ direction is then normalized to the range $[0, 255]$ and encoded as grayscale image separately.

**Saliency Map** The background in a first person action is often cluttered and poses serious challenges for an action classifier. There are a variety of objects present in the scene
Figure 3: Being a relatively new field, availability of labeled dataset for first person action recognition is limited. We propose a new compact CNN architecture for recognizing the wearer’s actions, which takes as input egocentric cues and can be trained from limited training samples. The first and second rows show the architecture of the proposed Ego ConvNet with 2D and 3D convolutions respectively. We collect the information from a video segment of $E_L$ frames and generate a 3D input stack of size $E_N \times E_M \times (4 \times E_L)$. The features learnt from 2D and 3D Ego ConvNet seem to be complementary and we use the two networks together achieving state of the art accuracy of 58.94% on GTEA dataset [10].

during the action, but usually only the objects being handled are important. Such salient objects can easily be determined if the gaze information is available. But this requires extra sensors. We note that there is hand-eye coordination in any first person action, and therefore saliency map obtained from the gaze resembles the dominantly moving parts in the scene. If the camera was static, such objects could be easily distinguished from others on the basis of observed optical flow only. In egocentric videos, motion of the camera has to be taken care of before using this approach. As described in the last section, this motion is easily approximated using a 2D homography. We use the homography to cancel the component due to camera motion in the observed flow. After camera motion compensation, the dominant motion in the scene comes from handled objects or hands. Figure 2 shows the same for an example action.

We use dominant flow regions to generate a saliency map per frame. We take orientation/direction of compensated optical flow and quantize it into 9 bins over an interval of $0 - 360^\circ$. Each flow vector votes proportional to its magnitude. The bin with the highest number of votes is declared the dominant motion direction. Saliency value for a pixel is evaluated as the magnitude of flow in the direction of dominant motion direction. The saliency values are normalized to the range $[0, 255]$ and encoded as grayscale image for input to the network.

3.2. Architecture

We use a convolutional neural network to learn the coordination patterns between hands, head motion and saliency map while the wearer performs an action. We encode hand mask as a binary image. Camera motion ($x$ and $y$ directions separately) and saliency map are encoded as grayscale images. These are used as input to the network. We scale the input images to $E_N \times E_M$ pixels. We collect the information from a video segment of $E_L$ frames generating a 3D input stack of size $E_N \times E_M \times (4 \times E_L)$. For each frame we use 4 different egocentric features. Hence, for $E_L$ frames the input dimension depth becomes $4 \times E_L$. We preserve the original video aspect ratio while setting $E_N$ and $E_M$.

Our Ego ConvNet architecture (Figure 3) consists of 2 convolution layers each followed by MAX pooling, RELU non-linearity, and local response normalization (LRN) layers and 2 fully connected layers. We use infogain multinomial logistic loss instead of popular multinomial logistic loss during training to handle class imbalance.

$$E = -\frac{1}{N} \sum_{n=1}^{N} H_{n} \log(p_n) = -\frac{1}{N} \sum_{n=1}^{N} \sum_{k=1}^{K} H_{n,k} \log(p_{n,k})$$

$$H_{m,p} = \begin{cases} 
1 - \frac{|L_{m}|}{\sum_{k=1}^{K} |L_{k}|}, & \text{if } p = m \\
0, & \text{otherwise}
\end{cases}$$

where $E$ is infogain multinomial logistic loss, $N$ is training batch size, $K$ is number of classes, $l_n$ is ground truth label for sample $n$, $p_{n,k}$ is probability of sample $n$ being classified as class $k$ and $|L_{m}|$ is number of training samples belonging to class $m$. We also use dropout ratio of 0.5 with fully connected layer to avoid overfitting during training phase. During test phase, we estimate the class label by applying SOFTMAX on $f_2$ layer output. Without any appearance and motion cues, i.e., using egocentric cues alone,
our Ego ConvNet is able to outperform state of the art by a large margin. This outlines the importance of egocentric cues for first person action recognition task.

3D Convolution Tran et al. [44] extended 2D convolution to allow 3D convolution and 3D pooling, which has been shown to capture the temporal structure of an action. C3D [44] performs 3D convolutions and 3D pooling, propagating temporal information across all the layers in the network. We have also experimented with 3D convolutions in the proposed network. The architecture for the 3D Ego ConvNet is slightly different from that of 2D Ego ConvNet. We use filters of size $5 \times 5 \times 4$, temporal pooling of size $5 \times 5 \times 1$ for first convolution layer and $5 \times 5 \times 2$ for second convolution layer where last dimension represents depth of the filter. The first pooling layer has kernel of depth 1 with the intention of avoiding the merge of the temporal signal too early. Figure 3 shows the architecture.

The performance of 2D and 3D Ego ConvNet are similar. However, the features learnt seem to be complementary. Therefore, we combine the two networks by using two-streams architecture (similar to the one proposed by Simonyan and Zisserman [39]) by adding a new SVM classifier at the end. While the accuracy for Ego ConvNet using 2D and 3D convolutions is 57.61% and 55.79% respectively, the accuracy when the two networks are used together is 58.94%.

4. Three-Stream Architecture

Dense Trajectory [45] and its variants [12, 19, 46] constitute a popular approach for third person action recognition. These techniques track interest points across time and compute hand designed flow and appearance based descriptors (HOG, HOF, and MBH) along the trajectories. Recently Wang et al. [47] have proposed to replace hand designed features with ‘Deep Convolution’ descriptors. They use two-stream architecture proposed by Simonyan and Zisserman [39] for computing deep convolution descriptors. The first ‘Spatial Stream’ uses individual video frame as input, effectively performing action recognition from still images using ImageNet [20] architecture. The spatial stream takes a single RGB video frame as input. The second ‘Temporal Stream’ uses stacked optical flow as input to capture motion information. The temporal stream takes the stacked dense optical flow displacement fields between $L$ consecutive frames as input. The $x$ and $y$ components of flow fields are encoded as grayscale image separately after normalising to $[0, 255]$. The temporal convnet has the same architecture as the spatial stream.

We extend our Ego ConvNet by adding two more streams corresponding to spatial and temporal streams in the TDD or two-stream architecture. Intuitively, spatial and temporal streams capture the generic appearance and flow based features whereas the egocentric stream captures the coordination between the wearer’s hands, head and eyes, which is not captured by appearance and flow features. Fusion of these cues results in a more meaningful feature to describe first person actions.

We perform fusion of the three streams: spatial, temporal and egocentric, by combining weighted classifier scores. The weights are learnt using cross validation. For egocentric features we use softmax score as the classifier score. For the spatial and temporal streams we use SVM classification score. We learn a multiclass SVM classifier using improved Fisher Vector representation of trajectory pooled features from appearance and flow features.

The architecture of our convnet can be seen in Figure 4. Using multiple stream architecture with pre-trained spatial and temporal streams improves the accuracy of proposed method from 58.94% to 68.5%.

5. Experiments and Results

5.1. Datasets and Evaluation Protocol

We consider short term actions performed by different subjects while performing different activities. In our work, we use four different publicly available datasets of egocentric videos: GTEA [10], Kitchen [41], ADL [31] and UTE [22]. Out of these, only GTEA and Kitchen datasets have frame level annotations for the first person actions. For ADL and UTE datasets, where similar action level labelling was not available, we selected a subset of the original dataset and manually annotated the short term actions in the parts where a wearer is manipulating some object. Other kinds of actions, such as walking, watching television etc. are labelled as ‘background’. The speed and nature of actions vary across subjects and activities (e.g., consider the ac-
Figure 5: Examples of wearer’s action categories we propose to recognize in this paper from different datasets: GTEA[10] (top row), Kitchen[41] (middle row) and ADL[31] (bottom row). The columns represent the actions ‘pour’, ‘take’, ‘put’, ‘stir’ and ‘open’. The actions vary widely across datasets in terms of appearance and speed of action. Features and technique we suggest in this paper is able to successfully recognize the wearer’s actions across different presented scenarios, showing the robustness of our method.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Subjects</th>
<th>Frames</th>
<th>Classes</th>
<th>State of the art</th>
<th>Ours (cross validated)</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTEA[10]</td>
<td>4</td>
<td>31,253</td>
<td>11</td>
<td>47.70[7]</td>
<td>68.50</td>
</tr>
<tr>
<td>Kitchen[41]</td>
<td>7</td>
<td>48,117</td>
<td>29</td>
<td>48.64[41]</td>
<td>66.23</td>
</tr>
<tr>
<td>ADL[31]</td>
<td>5</td>
<td>93,293</td>
<td>21</td>
<td>N.A.</td>
<td>37.58</td>
</tr>
<tr>
<td>UTE[22]</td>
<td>2</td>
<td>208,230</td>
<td>21</td>
<td>N.A.</td>
<td>60.17</td>
</tr>
</tbody>
</table>

Table 1: Statistics of egocentric videos datasets used for experimentation. The proposed approach uses deep learned appearance, motion and egocentric features and improves the state of the art on all the datasets we tested. Results are reported in terms of percentage of accuracy. The datasets vary widely in appearance, subjects and actions being performed, and the improvement on these datasets validates the generality of suggested descriptor for egocentric action recognition task. Note that originally ADL dataset has been used for activity recognition and UTE for video summarization and not for action recognition as in this paper. Therefore, comparative results are not available for these datasets.

The GTEA dataset consists of 7 long term activities captured using head mounted cameras. Each activity is approximately 1 minute long. We follow ‘leave–one–subject–out’ experimental setup of [7] for all datasets.

The Kitchen dataset [41] is captured using head mounted camera and IMUs. Camera point of view is from top, and severe camera motion is quite common. Similar to [41], we select 7 subjects from ‘Brownie’ activity. We use videos of 6 subjects for training and test on the video of the remaining subject. ADL dataset consists of videos of subjects performing daily life activities, captured using chest mounted cameras with 170 degrees of viewing angle. UTE dataset[22] contains 3 to 5 hours long videos captured from head-mounted cameras in a natural and uncontrolled setting. The annotated datasets and the source code along with the pre-trained CNN models for the paper are available at the project page: http://cvit.iiit.ac.in/projects/FirstPersonActions/.

Evaluation Protocol For systematic evaluation, we use leave–one–subject–out policy for training and validation and report classification accuracy on the unseen test subject. Formally, classification accuracy for first person action recognition task is defined as the number of frames (or video segments) classified correctly divided by total number of frames (or video segments) in the videos used for testing. Frame level action recognition is important for continuous video understanding. This is also crucial for many other applications (e.g., step-by-step guidance based on wearer’s current actions). We also evaluate our method at the video segment level. In this case, there is only one action in each video segment. However, length of the segment is not fixed. In this setting, we have an approximate knowledge of action boundaries which naturally improves action recognition results.

Unlike [25], we are interested in classification of first person action in different settings and not the specific object which is involved in the action. For example, the action where the wearer is ‘pouring’ ‘water’ from the ‘bottle’ into the ‘cup’ and where the wearer is ‘pouring’ ‘mayonnaise’ on to the ‘bread’. In our experiments we consider both actions as ‘pouring’ despite different objects being involved. We believe that such evaluation is more challenging and removes the bias of object instance specific appearance while learning action models.
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Table 2: Detailed analysis of spatial, temporal and egocentric fea-
utures Frame level Accuracy
S+T 59.47 58.92 34.20 55.67
H+C+M (2D) 57.61 51.33 30.78 53.32
H+C+M (3D) 55.79 50.06 28.85 53.10
H+C+M (2D+3D) 58.94 54.35 32.12 53.42
Combined 68.50 66.23 37.58 60.17
Table 2: Detailed analysis of spatial, temporal and egocentric fea-
tures used in our work. H: Hand masks, C: Camera/Head motion.
M: Saliency Map, S: Deep learned Spatial descriptors, T: Deep
learned Temporal descriptors. Results are reported in terms of
percentage of accuracy.

5.2. Implementation Details

We use Caffe’s CNN implementation [14] due to its speed
and efficiency. In all experiments, we normalise data to
the range [0, 1] and use infogain multinomial logistic loss
to counter imbalanced class population in the datasets.

Pre-training Ego ConvNet We use 343 pre-segmented
hand masks and implementation for hand segmentation pro-
vided by [23]. Since GTEA dataset is too small to properly
train a convnet, we add more data by using videos from the
Interactive Museum dataset [5], consisting of 700 videos at
800 × 450 resolution and 25 frames per second, all shot with
a wearable camera mounted on the head. We manually seg-
ment hands from randomly selected 60 frames in order to
train the hand models.

We chose Interactive Museum dataset for pre-training
due to its similarity to GTEA dataset in which same actions
are performed by various subjects. Further, the hand ges-
ture videos emphasize on actions using hands under similar
camera or head movement.

Prior to training on GTEA dataset, we pre-train the net-
work on [5]. This takes care of the small dataset size avail-
able for training. Pre-training is done in leave-one-subject-
out manner. Videos from subjects 1-4 are used for training
and validation is done on videos from subject 5. We se-
lect non-overlapping windows of \(E_L\) frames (depending on
architecture) as input to the network. Pre-training is done
for 20 epochs in all experiments. For Kitchen, ADL and
UTE datasets, we fine-tune Ego Convnet which has been
pre-trained on Interactive Museum and GTEA datasets, to
avoid training from scratch.

Training Similar to pre-training, training is done in leave-
one-subject-out manner as well. We use video segments
from subject 1 and 3 for training, subject 4 for validation
and subject 2 for testing. A video segment is an overlapp-
ing sliding window of \(E_L\) frames (depending on architec-
ture) as input to the network. Since the input is overlapp-

Varying Network Architecture We trained a compact
network with 2 convolution layers and 2 fully connected
layers. Such a compact network has been shown to work
fairly well despite having limited training data. To search
for a good Ego ConvNet architecture, we varied both spa-
tial, \(E_N \times E_M\), (64 × 36, 32 × 18 and 16 × 9 pixels) and
temporal, \(E_L\), (28, 16, 10 and 5 frames) input dimensions and
found 32 × 18 × 5 to be the best. This size is small enough
to keep number of parameters low without losing relevant
information. We also tried skipping frames (by selecting
every third or sixth frames) from deeper input volume (15
frames or 30 frames) keeping input depth to 5. However,
this approach did not improve recognition performance. We
also investigated with different filter sizes (3 × 3, 5 × 5 and
7 × 7 ) and number of filters (32, 64, 128, 256 for convolu-
tion layers and 256, 512, 1024 and 2048 for fully connected
layer) and found 5 × 5 filter with 32 filters in first con-
volution layer, 128 filters in second convolution layer and 512
channel output for \(fc1\) layer to be the best performer. For
3D Ego ConvNet, keeping all other parameters same, we
use filters having depth-4.

5.3. Results and Discussion

We first present our experiments and analysis of the pro-
posed action descriptor on GTEA dataset to bring out salient
aspects of the suggested approach. Experiments with other
datasets have been described later.

We follow experimental setup of Fathi et. al. [7] for
GTEA dataset. They perform joint modelling of actions, ac-
tivities and objects, on activities of three subjects and pre-
dict actions on activities of one subject. They report an ac-
curacy of 47.70%. Table 2 shows performance of our Ego
ConvNet and Table 3 for trajectory based approaches on

Table 3: Performance of trajectory based methods when used with
various features for GTEA dataset. Accuracy in terms of percent-
age is reported for frame level action recognition.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Features</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DT [45]</td>
<td>trajectory+HOG+HOF+MBH</td>
<td>45.15</td>
</tr>
<tr>
<td>IDT [46]</td>
<td>trajectory+HOG+HOF+MBH</td>
<td>52.37</td>
</tr>
<tr>
<td>TDD [47]</td>
<td>Spatial</td>
<td>58.61</td>
</tr>
<tr>
<td>TDD [47]</td>
<td>Temporal</td>
<td>57.12</td>
</tr>
<tr>
<td>TDD [47]</td>
<td>Spatial + Temporal</td>
<td>59.47</td>
</tr>
</tbody>
</table>
We annotated the dataset stream alone and achieve 54%. The experiments are done on GTEA dataset. Classification using Ego ConvNet descriptors (left) and TDD descriptors (right). The Ego ConvNet and TDD features are clearly complementary and improve overall action recognition accuracy when used together.

Table 4: Effect of various CNN on GTEA data alone and TDD when combined with the short term actions and tested our method on it. Similar to our experiment on GTEA, we test our model on one subject while using other for training. We achieve 37.58% accuracy at frame level and 39.02% at video segment level using the proposed method.

The proposed action descriptor improves upon the state of the art on all four datasets (see Table 1 for the details about dataset and comparison). Figure 5 shows some sample actions correctly classified by our approach. Note the difference in appearance between the datasets. The experiments show that the proposed approach consistently outperforms state of the art accuracy for each of the datasets.

6. Conclusion

Previous approaches for first person action recognition have explored various hand tuned features based on egocentric cues such as hand pose, head motion and objects present in the scene. These approaches do not leverage existing work in third person video analysis and do not generalize beyond the dataset considered.

We have proposed a new convolutional neural network based framework for first person action recognition. We propose a three-stream architecture which uses egocentric cues in the first stream and complements it with pre trained spatial and temporal streams from third person video analysis. We show that with the egocentric stream alone, we can achieve state of the art accuracy. The performance improves further after using complementary features from spatial and temporal streams. The generality of the approach is validated by achieving state of the art accuracy on all available public datasets at the same time.
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<table>
<thead>
<tr>
<th>Dataset</th>
<th>Frame level</th>
<th>Segment level</th>
<th>Chance level</th>
</tr>
</thead>
<tbody>
<tr>
<td>GTEA [10]</td>
<td>68.50</td>
<td>82.40</td>
<td>11%</td>
</tr>
<tr>
<td>Kitchen [41]</td>
<td>66.23</td>
<td>71.88</td>
<td>3.4%</td>
</tr>
<tr>
<td>ADL [31]</td>
<td>37.58</td>
<td>39.02</td>
<td>4.7%</td>
</tr>
<tr>
<td>UTE [22]</td>
<td>60.17</td>
<td>65.30</td>
<td>4.7%</td>
</tr>
</tbody>
</table>

Figure 6: Confusion matrix for different deep learned descriptors on GTEA dataset. Classification using Ego ConvNet descriptors (left) and TDD descriptors (right). The Ego ConvNet and TDD features are clearly complementary and improve overall action recognition accuracy when used together.
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