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Q1. (Levin et. al. Ex 2.8, page 34) Show that if a random walk on a
group is reversible then the increment distribution is symmetric.

Q2. (Levin et. al. Ex 2.10, page 34) Read Section 2.7 of Levin’s book
which was skipped in class and then solve the following problem. Let {S,, },>0
be the simple random walk on Z. Use the reflection principle discussed in
Section 2.7 to show that

p (max S| > c) < 2P(|S,| > ¢).
1<j<n

Q3. (Levin et. al. Ex 4.3 and Ex 4.4, page 59) Let P be the transition
matrix of a Markov chain with state space 2 and let ;1 and v be any two
distributions on 2. Prove that

|uP —vPlrv < [lp—v|rv.

Use this fact, or prove otherwise that for a Markov chain with stationary
distribution 7, for any ¢t > 0

d(t+1) < d(t).

Q4. Given a simple random walk on a graph the hitting time of vertex j
starting from vertex ¢, denoted Hj ;, is the expected number of steps taken
to reach j starting from 7. And the cover time of the random walk starting
from node ¢, denoted C}, is the expected number of steps taken to visit every
node of the graph at least once when the walk is started from node i. The
cover times of the random walk, C', is max;cy C;.

Q4.1. What is the hitting time of any pair H;; in the random walk on a
complete graph on n nodes?

Q4.2. Compute the cover time of the random walk on the complete graph
on n nodes.

Q4.3. Prove that if H = max; jey H;; for a random walk on some graph G
of size n, then C' < 2logn - H. (Hint. Prove that if b is the time taken to
vist at least half the nodes of the graph then b < 2H.)



