ABSTRACT
With growing urbanization, being able to track urban change is important to plan cities better. Land-use classification of satellite data has been actively used for this purpose. We augment this analysis through the use of crowd-sourced data about the road network in cities, obtained through the Open Street Maps platform. We develop several indicators to quantify the spatial layout of cities and how different localities have changed over time. We apply our methods to study seven Indian cities (Bangalore, Chennai, Delhi, Gurgaon, Hyderabad, Kolkata, and Mumbai) and relate our findings with that of other studies. Our contribution lies in synthesizing two freely available datasets of satellite imagery and road information to develop a series of standardized indicators for different aspects of urbanization, which can serve to compare various cities with one another and to track change happening in the cities over time.
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1 INTRODUCTION
The World Urbanization Report issued by the United Nations expects the population percentage living in urban areas in India to grow from 34% in 2019 to over 50% in the next three decades, largely driven by an influx of migrants from rural areas [50]. This can create tremendous stress on the urban infrastructure, causing cities to either expand spatially at their peripheries or satellite towns, or have denser construction emerge within cities through high-rises [31, 61, 78]. These dynamics have varying effects on socioeconomic development [27, 28, 74]. Growth at the peripheries of cities may increase the commute time and transport expenses for people [2, 65], whereas growth within cities may require an overhaul of the support infrastructure for basic amenities and bring a need for intelligent systems like in smart-cities [34, 51]. It is, therefore, important to understand the urbanization patterns of cities to improve future urban planning.

Urbanization patterns can be quantified using different indicators like the density of construction, area under construction [26], formally Vs. informally developed settlements [40, 59], etc. Such indicators have traditionally been computed through data obtained from field surveys, censuses, topographic maps, city master plans, etc. Such datasets are, however, not uniformly available, which makes it difficult to conduct standardized comparisons between cities. The use of satellite imagery has consequently become quite popular to consistently monitor areas at fine spatio-temporal scales [4, 55]. Crowd-sourced information on roads, building, railways,
etc. through platforms like OSM (Open Street Maps) has also been used to understand urban regions [19], although with caveats on the accuracy and completeness of the data [73, 75]. Our contribution lies in the combined use of satellite images and OSM data to build standardized indicators that can help compare cities with one another, to support urban planners, government authorities, and citizens in answering questions such as the following:

- What is the spatial footprint of built-up areas in different cities? Which cities have undergone rapid spatial expansion of their built-up areas?
- What are the central hubs around which different cities are organized?
- How do cities differ in terms of the construction density of their urban settlements? Which cities have the most densely packed settlements?
- How are different urban settlements within a city changing over time?

We use land-use classifiers applied on satellite imagery obtained from the Sentinel-2 satellite system, at a 30m granularity, to track changes in built-up areas over time. We then divide built-up areas into grids of approximately 1 sq.km each and use OSM data of the road network in each grid to build indicators like the density of 3-way intersections, 4-way intersections, and walkability measures, as developed in [38]. A combination of the extent of built-up area and road network indicators helps us to classify these grids into meaningful labels, track how each grid changes over time, and compare cities in terms of their constituent grids. These steps are described in Figure 1.

We apply this method to track changes between 2016 and 2019 in seven Indian cities: Bangalore, Chennai, Delhi, Gurgaon, Hyderabad, Kolkata, and Mumbai. These cities are among the most populous cities in India and represent diversity in terms of new and old cities, and different types of industrialization taking place in these cities. Out of all the state capitals and major industrial cities in India, we choose only those cities for which OSM annotation had peaked at least two years ago and sees only infrequent changes now.

The paper is organized as follows: Section 2 describes related work on methods to study urbanization, Section 3 describes the dataset and pre-processing performed on the satellite imagery and OSM data, Section 4 describes our methodology to compute different urbanization indicators, and section 5 presents the results.

2 RELATED WORK

The study of urbanization includes many topics [9, 17]. Researchers have studied the reasons behind urbanization, such as industrialization and a better provision of social amenities in cities, which lead to inbound migration from rural and other less-developed areas [30, 62, 78]. Studies on the effects of urbanization include growth in urban poverty when large incoming populations engage in low-income work available in urban areas [35], the emergence of segregated neighborhoods of slums, and well-developed settlements [64], and poor living conditions in slums [45, 67]. Urban planning looks at whether cities have adequate resources to handle incoming populations [68], choices between whether to expand spatially to develop suburbs and satellite towns or to create more dense settlements [37], understand the changes that have taken place in cities over time [70], and how these changes relate to economic growth [20, 41, 71].

Our work is a measurement study to quantify the changes taking place in cities in terms of their spatial growth and road infrastructure [38, 39, 58]. It relates most closely with a study by Lamson et al. [38] who compares 200 global cities based on similar indicators. Our approach, however, goes beyond this work: We formulate a standardized methodology that covers the entire city rather than sampling neighborhoods randomly, and we use freely available data sources such as satellite imagery from the Sentinel-2 system and road network information from Open Street Maps. Our methods can, therefore, be used to easily study other cities as well.

Like many other studies, we rely on the use of satellite imagery to understand the spatial layout in cities. With advances in machine learning, a rich body of literature has emerged in the use of this data. This includes the use of deep learning-based models for land-use and land-cover classification [4, 8, 11], and other types of classification methods [22, 44], to gain insights into land-use patterns in cities [56]. These have also been linked to citizen perceptions of livability for different types of spatial layouts [14, 18, 47, 54]. Several individual studies have also been conducted for Indian cities like for Bangalore [46], Kolkata [12, 13], Mumbai [44, 63], Chennai [3], and Pune [33, 57]. However, these city-specific studies make it difficult to compare different cities with one another. Our approach to having developed a standardized method makes it straightforward to...
run such comparisons across different cities. Further, these studies look into the transition of cities over longer timescales (ten years or more), while our approach works at finer temporal-granularity. Since the temporal transferability of machine learning models is a known issue [10], we take steps to ensure that our methods lead to a robust inference of changes over time.

Although publicly available satellite data can be used for land-use classification, it is not of a sufficiently high resolution to detect roads [15]. The road infrastructure in different neighborhoods can, however, provide useful information about how well planned and developed these neighborhoods are [38]. Our novel contribution lies in building a method to use data from Open Street Maps [25], to develop road-based indicators of urban living. This is a relatively new data source that has mostly been used to map land-use classes [6, 7], identify public properties [32], and construct urban transportation-network models [21]. Our work differs in using the road network information from OSM to develop standardized indicators related to urban living conditions. Although reservation has been expressed about the accuracy and completeness of OSM data [75], we take care to only study cities for which the data seems to be reliable, as explained in Section 3.

3 DATASET

Next, we describe the data acquisition and pre-processing methods we applied to the Sentinel-2 and OSM datasets.

3.1 Mapping Of Changes In Built-Up Areas

The Sentinel-2 system has been capturing thirteen spectral bands at a 10m pixel resolution from across the globe, every 14 days since 2016. We obtained freely available Sentinel-2 data from the Google Earth Engine and applied a land-use classifier developed as part of an on-going study [1]. This classifier is trained on a dataset of 364,000 pixels and generates a 30m resolution map with four land-use classes: water body, green land, barren land, and built-up area. The classifier produces a single classification for each year but takes images from the entire year into account to apply error correcting rules for cases where water bodies may grow or shrink in different months due to seasonal rainfall, or similarly farmland may appear to be barren during non-farming seasons. A robust accuracy of 97% has been reported for the classifier. We aggregate the four land-use classes into two classes, built-up and non-built-up, at a 30m pixel resolution, for each of the four years 2016-2019, and for each of the seven cities that we study. We then develop a 3-class temporal mapping for each pixel:

- **Constantly Built-Up (CBU):** Pixels which remained built-up throughout the four years
- **Constantly Non-Built-Up (CNBU):** Pixels which remained non-built-up throughout the four years
- **Changed:** Pixels which changed from non-built-up to built-up in these four years

Obtaining this 3-class mapping was, however, not as straightforward as just considering a difference between the 2019 value and the 2016 value for each pixel. Through a manually curated dataset of 164 pixels from the district of Gurgaon, we found several cases where errors in the land-use classifier for either of the boundary years could lead to an inaccurate inference of change. Through careful observation of the nature of errors, we found two common sources. First, incorrect classification of pixels could happen because of recurrent shadows of nearby buildings, or spillovers at boundary pixels between different land-use classes, often resulting in salt-and-pepper like noise. This is a known problem with pixel-level classification [76]. Second, sometimes images for an entire year for a large regional footprint (at the scale of an entire large state) could look very different from other regions, possibly because of uncorrected calibration errors in the satellite sensors for that year. We, therefore, developed an error-correcting layer over the temporal mapping obtained for each pixel, as explained next.

Attaching a value of 1 to built-up pixels and 0 to non-built-up pixels, for each pixel, for each year, we first obtain a new integral value for the pixel in the range [0, 25] by applying a convolution filter using a kernel of size 5x5. For each pixel, we then fit a linear regression across its values for the four years. If the mean squared error of this fit is less than a particular threshold, we mark the pixel as having been constant (CNBU if was non-built-up in 2016 and CBU if it was built-up in 2016), else we mark it as having changed. This method helps us deal with both the salt-and-pepper noise type errors by essentially running a spatial smoothing over each pixel, and also eliminate the effect of a sporadic incorrect classification due to satellite calibration problems in some year. The details of this method is covered in the supplementary material [16]. It gave us an overall accuracy of 93.90% over the ground-truth of 164 pixels (manually created for Gurgaon), and a class-level accuracy as follows: (95.74 precision, 95.74 recall) for CBU over 47 pixels, (92.22 precision, 98.80 recall) for CNBU over 84 pixels, and (96.30 precision, 78.78 recall) for 33 changing pixels. This is shown in Figure 2 for Gurgaon. We then applied this same method to other cities.

3.2 Processing Of OSM Data For Road-Network Indicators

Data from OSM is organized in terms of nodes and ways:

- **Nodes:** These are (latitude, longitude) markings that are labeled on the ways.
4 METHODOLOGY

Next, we describe the different indicators we develop based on the satellite and OSM data.

4.1 Built-Up Footprint In A City

The amount of built-up pixels in a city’s satellite image is an indicator of human development activities (like the construction of residential buildings, commercial structures, roads, etc.) in the city [23]. We use the CBU/CNBU/Changed pixel classification to develop built-up maps for 2016 and 2019. CBU pixels denote built-up areas as of 2016, and CBU along with the Changed pixels denote built-up areas as of 2019. A map of the built-up pixels for Delhi in 2019 is shown in Figure 3b.

We next follow the method developed by Angel et al. [5] and Subasinghe et al. [66] to reclassify the 2016 and 2019 pixel maps into urban (high density of built-up structures), peri-urban (moderate density of built-up structures), or rural (low density or no built-up structures) pixels. This is done by considering a walking distance circle (WDC) around each pixel - a circle of 1 Km², which comes to an approximately 584-meter radius, denoting a ten-minute walking distance. Pixels with at least 50% built-up pixels in their WDC are said to be urban pixels, those with 25-50% built-up pixels in their WDC are said to be peri-urban pixels, and rural pixels are those with less than 25% built-up pixels in their WDC. This is shown in Figure 3c for Delhi. The urban and peri-urban pixels together define the urban extent (UE) in a city [9, 60], to develop the following indicator:

\[ UE = \frac{\#Urban\_pixels + \#Periurban\_pixels}{\#Total\_pixels} \]  

(1)

4.2 Identification Of Urbanized Grids

We then divide the city into grids of 0.01° latitudinal and 0.01° longitudinal widths. Each grid ends up containing around 1000 pixels with a combined area of approximately 1Km², which is one-third of the average size of a village in India. A grid is selected for further analysis of its road network only if more than 50% of its pixels are either urban or peri-urban.

4.2.1 Road-based indicators in urbanized grids. For each urbanized grid as identified above, we then obtain the road network graph in that grid using the OSM data. Figure 4a shows a sample graph representation. The graph in each grid is used to develop several road-based indicators.

4.2.2 Type of road intersections. Road intersections are junctions where at least two roads cross each other and can be identified based on the degree of the nodes. Nodes with degrees 0, 1, and 2 are ignored as they represent isolated points, dead ends, and points defining the path of a single road, respectively. Nodes of interest are those with degrees three or four. 4-way intersections are considered as representing formal development in a city, typically arising from a block-type urban layout [61]. 3-way intersections, on the other hand, typically denote informal development and are said to lead to traffic congestion [38]. We are able to calculate for each grid the number of 3-way and 4-way intersections in the grid.
4.2.3 Road length. Central parts of a city to which many roads converge, tend to have a dense road presence. Being able to calculate the sum of lengths of roads in a grid can thus help determine whether the grid lies in a central part of the city or not. We call this value the road-length in a grid, and visualizing a heat-map of road-lengths can reveal whether a city is monocratic or polycentric, i.e., whether the city is organized around one central hub or multiple hubs. Figure 3e shows the example of Delhi as organized around multiple hubs.

To compute the road-length using the undirected road-network graph within each grid, we assign to each edge a length equal to the distance between the two nodes that it connects. For edges having nodes in adjacent grids, a linear interpolation is done to calculate the length of the road falling within the grid under consideration. The sum of these lengths is then taken as the road-length within a grid, and heat-map visualizations are used to determine different hubs in a city. Geodesic distances are used for all road lengths.

4.2.4 Walkability ratio. We use the method by Lamson et al. [38] to calculate a walkability ratio for each grid. The walkability ratio indicates the ease with which people can reach different parts of an area by walking - a high walkability ratio is seen in well developed residential colonies with a good road network, and a low walkability ratio is seen in industrial areas.

We calculate the walkability ratio by picking 50 pairs of points randomly within a grid. For each pair, a beeline distance is calculated between them through a straight line, and a street travel distance is calculated by traversing the shortest-path on the road network from the roads closest to these points. The road network in the eight surrounding grids is also considered for the shortest-path computation, to allow the traversal of roads that may go outside the grid as well. The mean of the ratios of beeline to street travel distances for all the pairs is then calculated to obtain the walkability ratio for the grid. This is shown in Figure 5.

4.3 Categorization Of Urbanized Grids In Indian Cities

Since we are able to build indicators for each grid based on its urban extent, 3-way intersections, 4-way intersections, and walkability ratio, we next attempt to categorize the grids into different coarse types. We perform hierarchical clustering on vectors of normalized values of these indicators. Instead of using the urban extent indicator, we use the ratio of urban pixels to total pixels in a grid, which we call the urban footprint of a grid, because this variable gives us more distinctive classes. We eventually obtain 5 clusters, as shown with their box-plots in Figure 6. We attach the following interpretation to these clusters:

1. **Class I**: Sparse settlements with less road infrastructure, which seem to include non-residential areas like industrial zones and airports, or upcoming residential areas.
2. **Class II**: Sparse settlements with sufficient road infrastructure, which also seem to be upcoming residential areas.
3. **Class III**: Moderately dense settlements with proportionately sufficient road infrastructure, which seem to be well developed residential areas.
4. **Class IV**: Dense settlements with a proportionately sufficient road infrastructure, which too seem to be well developed residential areas but more formally planned than Class III areas.
5. **Class V**: Very dense settlements with inadequate road infrastructure, which seem to be slum resettlement areas.

Figure 3f shows the five types of grids in Delhi. Further, we can also calculate the Class Density (CD) for each class in a city:

\[
CD_i = \frac{\#C_i \text{ Grids}}{\sum_{n=1}^{5} \#C_n \text{ Grids}}
\]

4.4 Change Based Indicators

All the indicators we have listed above can be computed separately for 2016 and 2019, and thus allow us to track the change between these years. The different change-based indicators we compute are as follows:

4.4.1 Percentage increase in the urban extent of a city. If \( U_E_{2016} \) and \( U_E_{2019} \) denote the urban extent of a city in 2016 and 2019, respectively, the rate of increase denoting the rise in construction activity can be calculated as:

\[
Increase_{UE} = \frac{U_E_{2019} - U_E_{2016}}{U_E_{2016}}
\]

Further disaggregation into studying the transition from rural to peri-urban or peri-urban to urban pixels can lead to more nuanced indicators as well.

4.4.2 Transition matrix for class I-V urbanized grids. We can similarly study the transition between the five types of urbanized grids. For example, a conversion of C1 or C2 into C3 or C4 grids could indicate an increase in the density of residential construction in the area. Similarly, an increase in the density of C5 grids could raise warnings about an increase in areas with inadequate road infrastructure and thereby poor living conditions. The increase in the class density (CD), of class \( i \), can be calculated as:

\[
Increase_{CDi} = \frac{CD_{i2019} - CD_{i2016}}{CD_{i2016}}
\]

To dig deeper, we also create a transition matrix for all grids in a city. Each cell \( c_{ij} \) of this matrix denotes the number of grids converting from class \( C_i \) to class \( C_j \), between 2016 and 2019. We...
also add a “NULL” row for 2016, to include grids that were not counted as urbanized grids in 2016 but were counted in 2019.

Note that the OSM data does not carry any timestamps of when the roads were developed, therefore for any urbanized grid that we count in 2016, we assume that the road network was developed at the same time as the built-up structures came up. This is not a bad assumption at least for most residential areas because roads and plots are typically cut in advance when areas are opened up for purchase by future homeowners. The actual housing structures come up later. Therefore, by the time a grid acquires a sufficient density of built-up pixels for it to be counted as an urbanized grid, the road network is likely to be present there already.

5 RESULTS AND ANALYSIS

Next, we use the indicators developed in the previous section to answer several questions about the seven cities that we examine. We try to triangulate our observations with other studies, and present an analysis at two levels: (a) spatial layout of the cities in 2019, and (b) changes in the layout between 2016 and 2019.

5.1 Urban patterns in 2019

5.1.1 What is the urban extent of different cities? We defined urban extent as the fraction of land in a district that has a reasonably high density of construction for it to be considered as supporting an urban or peri-urban settlement. From Figure 7, we can see that Chennai, Kolkata, and Hyderabad have the greatest urban extent, followed by Mumbai, Delhi, Gurgaon, and Bangalore. On visualizing Figure 8h,8k,8j, &8n, it is evident that this second set of districts are surrounded by forests or agricultural land, or have large forests and parks in the city itself. Partly this is also because these districts are much larger in area (see Supplementary Material [16]).

5.1.2 How do cities differ in terms of the density of their urban settlements? Figure 9 shows the distribution of areas within a city into the five types of urbanized grids. We look at the aggregate density of C3, C4, and C5 grids as those which have high density of built-up infrastructure. We can see that Hyderabad is highly dense, followed by Delhi, Chennai, Kolkata, Mumbai, Gurgaon, and Bangalore. It is interesting to note that Hyderabad not only has a high urban extent, it also has a high density of settlements, indicating that the city has limited room for expansion. Chennai also has a high urban extent, but not a very high density in its settlements.

5.1.3 What are the central hubs around which cities are organized? Based on a heatmap visualization of road-lengths, Figure 12 shows that Delhi is highly polycentric having multiple urban hubs, followed by Mumbai and Hyderabad. This is confirmed by
Taubenböck et al. [69], who explains that Mumbai became polycentric due to a shortage of land and led to the development of Navi Mumbai through land reclamation. In the case of Delhi, the emergence of satellite cities (Gurgaon, Noida, Ghaziabad, and Faridabad) led to the development of new areas in the direction of these cities, and several slum resettlement projects also led to the urbanization of peripheral areas of Delhi, leading to its highly polycentric structure. In comparison, Chennai and Kolkata seem to have developed in two distinct parts, while Bangalore and Gurgaon have mostly grown around a center [42].

5.1.4 Which cities have the most formally laid road infrastructure?
Urbanized grids with a high number of 4-way intersections indicate a formally developed road network [38]. We, therefore, look at the density of C4 grids in the cities. Figure 9 shows that Hyderabad has a large percentage of area under C4 grids, in concurrence with observations about its ongoing planned development [29]. This is followed by Kolkata and Delhi, both of which moved towards privatization of city planning and efforts like Special Economic Zones (SEZ) for fast-tracked infrastructural development [36]. Cities like Chennai, Bangalore, Gurgaon, and Mumbai lie at the lowest end of the spectrum.

5.1.5 Which cities have a large presence of densely packed areas that lack adequate road infrastructure?
The density of C5-grids is an indicator of areas that are densely packed and also lack an adequate road infrastructure. Figure 9 shows that Delhi has a high density of these grids, and is closely followed by Mumbai and Hyderabad. This is probably why Delhi lies on the bottom of the Mercer’s list of Quality of Living [43] because living conditions deteriorate in extremely congested areas with poor infrastructural facilities. These parts of Delhi include areas like Shahdara, Bhalwa, Azadpur, and most parts of old Delhi, which are known to be heavily congested. Mumbai is also heavily congested, having to deal with almost 5-times the traffic as Delhi but on a much lesser road density [72]. Even Gurgaon, despite being a newer city with heavy industrial development, has over 11% of its urbanized grids lacking adequate road infrastructure [49]. This is probably because villages close to the industrial areas have a history of rapidly converting themselves into residential hubs that provide poor quality rental accommodation to industrial workers, most of whom are migrants from rural areas in search of jobs [48].

5.2 Changes In Urban Pattern From 2016-2019
We next look at changes that have happened in the cities between 2016 to 2019.

5.2.1 Which cities have undergone rapid spatial expansion in built-up areas?
We track which rural pixels in 2016 changed into peri-urban or urban pixels in 2019, denoting the spatial expansion of cities. Figure 10 shows that Bangalore and Delhi saw the
largest amount of conversion of rural land into urban settlements, in terms of the absolute number of square kilometers converted. Bangalore indeed has recently been ranked as the third fastest growing city in the world [77]. This sprawl is witnessed mainly in the northern, north-eastern, and south-eastern parts of the city (refer Figure 13a & 13b), where the main IT (Information Technology) hubs of Bangalore are located [57].
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Figure (11) Percentage change in C1-C5 class densities between 2016 and 2019

<table>
<thead>
<tr>
<th>2016</th>
<th>2019</th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
</tr>
</thead>
<tbody>
<tr>
<td>NULL</td>
<td>36</td>
<td>13</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C1</td>
<td>97</td>
<td>26</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C2</td>
<td>3</td>
<td>105</td>
<td>17</td>
<td>0</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>C3</td>
<td>5</td>
<td>1</td>
<td>92</td>
<td>5</td>
<td>6</td>
<td></td>
</tr>
<tr>
<td>C4</td>
<td>0</td>
<td>2</td>
<td>0</td>
<td>70</td>
<td>4</td>
<td></td>
</tr>
<tr>
<td>C5</td>
<td>0</td>
<td>0</td>
<td>3</td>
<td>6</td>
<td>88</td>
<td></td>
</tr>
</tbody>
</table>

Table (1) Transition matrix for changes in C1 to C5 urbanized grids

5.2.2 How are different urban settlements within a city changing over time? We next study how grids of different types transition over the years. Figure 11 shows the change in the grid density for each type. The cities like Bangalore, Gurgaon, and Chennai have a net increase in their C1-grids, showing that these grids indicate emerging settlements after the year 2016. Table 1a shows the transition matrix for Delhi as an example, revealing that most non-urbanized grids converted into C1 grids over these years. Similarly, the transition matrix for Bangalore(Table 1b) shows that most non-urbanized grids converted directly into C2 grids, implying a faster rate of urbanization than Delhi. A deeper analysis into C1 to C2/C3 transitions shows that Delhi outpaces Bangalore because the C1 areas in Delhi are mostly the ones under new development which seem to grow faster than the C1 areas in Bangalore that are mostly industrial and did not change much over this short period of time. Another interesting pattern is that in cities like Bangalore, Delhi, and Gurgaon, the proportion with which non-urbanized grids are getting urbanized (i.e. NULL to C1/C2), the density of more congested grids like C4 and C5 are going down. This construction activity can be due to the high inbound migration in these cities [53], and can also be in response to the ongoing efforts of Jawaharlal Nehru National Urban Renewal Mission (JNNURM) of building houses for the economically weaker sections in these cities for the elevation of poor (like in Bhorgarh and PoothKhurd, Delhi [52]). In other cities like Chennai, Mumbai, Hyderabad, and Kolkata, the increase in the density of either C4 or C5 grids reveals an infilling pattern of urbanization which is making them more congested over the years.

6 Conclusion and Discussion

In this paper, we demonstrated how freely available satellite imagery from the Sentinel-2 system and road network information from Open Street Maps can be used to develop useful indicators to study the urbanization of cities. These indicators can be added to the indicator-list related with infrastructural development in different districts of India [24]. Our work goes beyond state of the art in having developed a standardized methodology that makes it possible to compare different cities with one another, track changes at fine spatial scales across the entire city, and derive a nuanced understanding of the nature of these changes. We applied this methodology on seven large cities of India and found interesting observations, most of which we were able to triangulate with observations made in other studies using different methods, lending veracity to our methodology. A limitation of using OSM data is that it may not be very complete or accurate for all cities, and although we took precautions in selecting only those cities for which the data seemed reliable, we may not be able to use OSM data for just about any city. Alternatives like Google Maps have a paid API and are likely to be more complete, and our methods can be easily extended to them as well. Another challenge we faced is in the temporal transferability of land-use classification models on satellite imagery, to apply them on years different from the ones on which they were trained. We developed a method to obtain reliable results from across different years, and we are attempting to evaluate it on more ground-truth data that we are manually curating. As part of future work, we are also attempting to use data from the mass media about news articles in which different areas of the city may have been mentioned, so that plausible qualitative explanation can be drawn about the differences between these areas and changes taking place therein.
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Figure (12) City-wise heat-maps based on road length, in 2019

Figure (13) City-wise visualizations of different types of grids: (a)-(g) Distribution of C1-C5 urbanized grids in 2016, (h)-(n) Distribution of C1-C5 urbanized grids in 2019. Legend: C1 grids C2 grids C3 grids C4 grids C5 grids