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AbstracH With a view towards understanding why
undesirable outcomes often arise in ICT projets, we draw
attention to three aspects in this essay. First, we present several
examples to show that incorporating an ethical framework in the
design of an ICT system is not sufficient in itself, and that ethics
need to guide the deployment and ongoing magement of the
projects as well. We present a framework that brings together
the objectives, design, and deployment management of ICT
projects as being shaped by a common underlying ethical system.
Second, we argue that powebased equality should be
incorporated as a keyunderlying ethical value in ICT projects, to
ensure that the progct does not reinforce inequalities in power
relationships betweenthe actors directly or indirectly associated
with the project. We present a method to model ICT projectsd
make legible its influence on the power relationships between
various actors in the ecosysteniThird, we discuss that the ethical
values underlying any ICT project ultimately need to be upheld
by the project teams, where certain factors like political
ideologies or dispersed teams may affect the rigour with which
these ethical values are followed. These three aspects of having
an ethical underpinning to the design and management of ICT
projects, the need for having a powebased equality principlefor
ICT projects, and the importance of socialization of the project
teams,need i ncr easi ng &age ef WCT platforms n
where millions and billions of users interacton the same platform
but which are managed by only a few people.
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I.  INTRODUCTION
The optimism behindCT project being able to make the

world a better place has visibly suffered a setback in rece
times.In this essay, we try to answer the question of why thi

might be so, and suggest some conceptualization framewo

that can help build guidelines for ICT project designers an

managers to ensutikatresponsible outcomesisefrom ICTs.

The sceficism about the reliability of ICT projects to lead
to positive outcomes is shared between both ICa4D nor

ICT4D projects.ICT4D projects, like most other development

programmes, oftestart with a theory of changhat will lead
to certain developmertutcomes, then use a hurazentred
design approach to design the ICT elements, and finally depl

and iterate on the design through a series of pilots andgzale
phasesNon-ICT4D projects, that may be defined as those no

conceived to primarily achieveome development objectives

through a praletermined theory of change, are not very

different, and typically follow the same process of going from
some objectives (even if not development oriented) to design
and then tothe deploymentof these projectsGiven the
similarity in how these different types of projects are
conceptualized and executed, the reasons for failure must be
commontoo forboth ICT4D and no#CT4D projects and the
arguments in this essay may therefore be generalized to both

Even with a high degree of forethought in defining the
objectives and design of ICT projectsrgriseshoweveroften
seem tospring up duringhe deploymenbf theseprojects For
example, flexibilities designed into tHETs for ease of use
may lead to misuse dhe technologies and cause harm (eg.
FacebooK1]), or inequalities in access to the technologies may
manifest in skewed development outcomes (eg. digital gender
divide[2]), or thetechnology selection may not be suited to the
deployment contex{eg. Aadlaar [3]). Many such problems
also manifest slowly over time buhd& soonerthey are
identified and addressed, the better, because once the projects
are scaledip it becomes harder to change them, often due to
cost considerations and vested interests ¢harge for the
continuation of the projectgl]. Methods like cedesign and
pagtigigatoLy glesign advocate for adequate pilot iterations and
evaluation under diverse conditions so thathproblems are
recognized and strategies are developed to fix therardef
scaling the projects [5Bince observations aboilite effects of
the ICTs on development outcomes need a -teng
evaluationthough and business or political imperatives may
not favour slow and steady approachhereforesuch methods
are typicallyunable to bring about strategic changes in most
government and markdéd projects Methods like value
sensitive design take a paative approachy building certain

ell-defined values into the design itself so that chances for
isuse or undesirable @oimes is minimized6]. However,

‘?-zsign, by not emphasizing on the importance of value
ensitivity in the management of the deployment as well, ie.
the need to deal with problems that will stillisgr despite
extensivegalvanization attempimadeduringthe design phase.

Euch methodsnay alsocreate a false illusion of safety by

Further, while rich literature exists for designing IC3isch
as [7, 8, 9] there is a paucity of studies about the management
of ICT projects in terms of problems that arise dgri
deployment and how to address them. Rich literature about

0é’eponmentexperiencex;ioes existsuch as [10, 1117, but it

*s mostly descriptive inerms of identifyingthe problems, not

n terms of methodological approaek to find solutionsto
addresshe problems



We makethreearguments in thiessay First,we argue that platform era thisalso means thathe responsibly of running
managing the deployment of ICT projects deserves as muchany huge ICT projects may restonly a few handshe ICT
importance as thie design, and that design alone cannotproject teamsactively make chices be it onthe design or
guarantee flawless deployment. Towards this, propose a deployment or framing the objectives of their projects and
threelayer framework within which ICT projects can be therefore they need to operate through explicitly stated ethical
conceptualized, starting with defining the objectives, then therinciples that would shape the design and deployment process,
design elements, and finally theeployment management and thatiming for anequitable power diribution needs to be
strategies,with a clearly specifiedcommon ethical system a key ethical principléhat the project teams should espouse
underpinning all these three &xg. The ethicatystemserves We do not prescribe a recipe to ensure responsible outcomes
as a glue spanning all the layers, to resolve unforesedrom ICT projects, rather we provide a lens through which ICT
problems or make choices deal with uncertainty, which are projectsshouldbe examined to keep a check ohether they
likely to arise in practical situations riglfitom framing the are leading to positive outcomesnot
objectives to defining the design anduilding operating

processes for managing deploymentsie common ethical ll. ETHICAL UNDERPINNINGS TOICT PROJECTS
system bring consistency in resolving questions that might i
arise at any of the three layers Figure 1 shows a thrdayer structurethat we proposéo

conceptuatie ICT projects. The foundatioof a projectress

Second, we identify several common patterns that lead ton its objectives. The design is influencedby the project
undesirable outcomes during the dgphent phase. All these objectives the properties of the ecosystem within which the
patterns interestinglyseem tostem from how thepower project is to operateand any constraints or flexibilities that
dynamics betweeactors involved in the ICT projecthange should to be imposed to manage the deployment The
as a result of introduction ¢feICTs, and lead to creating new deployment is influenced by the design terms of the
power inequalities or exacerbate existing ones.sifggest a constrains and flexibility made available to manage the
framework to model these relationships both at the design stagéoject A common ethical systenconstituted of different
to avoid designing projects that could lead to powewaluesfurther influences all the three layerand shapes the
differentials, and at the deployment stage to manage thgecision making process to define the objectives, the design,
operations so that power differentials ar@ttentively and the deployment proces We explain this through three
neutralizedbefore they can bemisused. Put together with the exampls: A voicebased community media platforealled
first framework, we essentially suggest that pobesed Mobile Vaani (MV) operatingin rural central Indig10], the
equality should be a key ethical principle that should shape thghline social networking platform Facebook, and the unique
objectives, the design, and the management of ICT projects. dentifier platformin India called Aadhaar.

Three, we draw the focus toavds the people who i )
ultimately are the designers and managers of ICT projects, & Example: Mobile Vaani
the target audience fousing the frameworks we have MV is founded on principles drawn from information
suggested here. These individuals who might own or conceiasience that when people from the same community share
or design or operate ICT projects, are the omhe should information it improves the contextualization of the message
critically examine their projects on theethical values that under discussion because of homoplffects since people
underpin the objectives, design, and management of thefirom the same communitgre likely to share the same confext
projects.This becomegspeciallyimportant int o d avipries  and hence information shared by them helps others understand
takesall ICT-driven platform erabecause the number of such the message bettdi3]. On the other hand, iwkrsity of
peopleof responibility is very few, butwho ultimatelyend up  viewpoints among the community memhersspecially
shaping developmentoutcomesfor millions and billions of contributed by those who holdriiging ties with other
people.Understanding the ethicaystems of these individuals communities,helps improve the completeness of information
the processes docializationbetweerthose who play different and brings new insigh{&4]. This joint increase in context and
roles and shapingof their ideologiesby the wider political  completeness leads to people being able to understand the
economyin which they operatetherefore becomes critical. messages more quicklgliscover new informatiorand counter
Further, many such ICT projects actually claim to betheir biased15]. This in turn lead$o faster utilization of the
addressingdevelopment outcomes such as empowermerihformation which could includeactionablesteps taken by
(Facebookor inclusion Aadhaa), and therefore apyihg the  people for theirlivelihood improvement or drawing the
ethicsframework to such projects can reveadonsistencies in  attention of government officials toissues faced by
claims made byhe people runnintheseprojects marginalizd groups or shaping of social normin related to

. , health and gender practic§s6]. With a focus on poor and
To summarizewe try to draw attention to the fact thabe lessliterate populationshe objective oMV can therefore be
design of ICT projects alone cannot guarantee flawles

, . §pecified as enabling a community media platform for
idseplltl?[inr?aetg'I[g/ tgg:?ee (tj)ga/SIggo?)Tgi dr?pIO){[mg%:f;ﬁgrkcgggltls information sharing that prootes greater context and

completeness in the messages it caffiés18]



Deployment management, influenced by the design elements and the ethical system

Eg. considerations given to monitoring whether the algorithmic data models are performing as desired, recognizing and
addressing further gaps that remain in ensuring equitable access, policies to shape usage norms

Deployment management further shapes the design elements by giving feedback

Design elements, informed by the objectives, deployment feedback, and ethical system

User interface
modality of access and
interaction to circumvent

informed and well
understood consent to

Eg. considerations given to

literacy or income divides,

Data and algorithms

Eg. considerations given to
data privacy, algorithmic
guarantees for fairness in
exposure to viewpoints,
algorithmic accountability and

System design

Eg. considerations given to
offline capacity building of
marginalized users to
participate on the platform,
translate the learning into

Ethical system

action for outcomes

participation transparency

Objectives, informed by the ethical system Can be based on a core set of underlying values,
Eg. inclusion — the opportunity to participate on
information sharing platfoerms should be equally
accessible to everybody, mutual respect —

diversity of viewpoints should be encouraged

Can be defined based on a theory of change, Eg. participation in
information sharing by diverse users as well as similar users will lead
to positive learning outcomes

Figure 1: Underlying ethical conceptualization framework for ICT projects

This objective, and the ecosystem characteristics of lesbase whichcould translate into creating diversity among the
literate and lowincome communities in which MV si userbase.Further, a careful design of individual and group
deployed, shapeits designfrom the outsetFor example,ite  based incentives among the volunteers led to strong solidarity
choice b use voicebased interactignand content operation and mutual respect between thesong with eliminatig free
processes to create discussion among the fmecontext and  rider problems that often arise in collectiv&imilarly, the
completeness enhancementere user interface and user need to establish norms for content contributions to create
experience relatedesigndecisions that wershaped by the conducive atmosphere fodebateon the platform, led to
underlying objectives andecosystem characteristios.strong  evolution ofa liberal yet disciplinegnd transparereditorial
focus on offline mobilization anttaining processes, with an policy. This has so far been implemented through a central
attempt taoring participationbeyond thdT-savvy and welbff moderation team, and efforts are underway to decentralize the
rural populations,was incorporatedas a design element moderation processes to the volunteers themselves who are
specifically to create diversity arehsure equality in access to closely embeddeih their communitiesWe therefore consider
the platform[19]. Identification and training of community these design elemds as requirements that arose from
volunteers was undertaken to ensure embeddedh&dg into observations in the deploymergnd were then incorporated
the community, so that @éancarry messages and develop-use into the MV desigrntemplateitself.
caseghat arelocally relevant to the commities. In the same
way, noderation of content by manual review wlessages
recorded by the peoplés done to ensure that a basic level o
quality is maintained, and that norms are shaped towar
voicing opinions but in a respectful tone and with an
acknowedgement of diversitamong people

The point wewant to highlight is that thievo sets ofdesign
felementslisted abovecould very have been missed had the
eployment not given them due attentif#®]. The fact that the
V team during its early days was small and there was a high
degree of socialization between the team members, certainly
facilitated this deploymerdesign iterationstep but the
Unlike some of the abovelesign elementghat were socialization aloe would not have led to incorporation of these
conceived upotheinception of MV,new design elements also elements into the design templateWe argue that the
arose through observations during the deployrf@idwed by  incorporation became organizationgl mandated due to the
a conscious effort to find solutions that thbe baked into the ethical system within which the MV team was operating. This
design itself[20]. This includes some of the followind:he ethical system was based on valuemolusion andequality so
stronger association that volunteers wapllace with their own that marginalized groups would not get left out, values of
class or caste or gender affiliations than with others, led to l@spect to humans to include their voices even if their
concertecpush towardsreatingdiversity amag the volunteer  viewpointswere different, values of mentoring to guide them



in using the platform especially to voice themselweadyes of  such formalization of the inherent diversity of humsociety
fairness to disallow freeders among volunteerand values of can clearlylead to misrepresentation andhaccuracy. The
responsibility as platform providers to buildspace conducive centralization of this function however to shagsagenorms
to debate and learning in line with the objectives of MV. Thison the platformpoints to an inherent distrust in empowering
ethical system was responsible to notice the obsengh the  the users to evolve norntekemselvesSo far there have not
first place then mobilize the iteration from deployment to been ay efforts by Facebook to reach out to communities
design incorporation, and today places emphasisn the using the platform and to train or mentor them, or provide
deploymentprocesseson ensuringadherence to the design technology features, through which the community managers
through methods tmonitorthe activities[20]. can play a role to ensure responsible usage of the platform by
their own membersThis an be contrasted
approach to provide the necessary tools and mentoring to
anagers of different subreddif28], and again points to
lues such as respect foropleto make decisions about what
features of constraints or flexibilities shodl be provided
pertaining tatheusage of the platform.

The same ethical sgn emphasizing on values of
inclusion, equality, and mentorshipas also responsiblor
shaping the design elements conceived upon inception of M
such as the use of voite reach leséiterate population§21],
the need foran offline training modeto create technology
literacy especially among less technology savvy uge3} and
volunteerled support for programmes like grievance redressal Third, the argument above abautseeminglistrust of the
on issues with government schemes and serf2@sEven the users, puts into question the stated objectives of Facebook to
platform objectives to create learning througbneersation, “ gi ve peopl e t he poameé bringtthe b ui
can be argued as emerging from the same ethical principlegrld closet [29]. The stated objectives of ICT platforms
that place value on each human and their thoygBisHaving  therefore need to be examined critically against other
a common ethical system therefore brought about consistenopservationsnadefrom the design and deployment layers, to
in how decisions were made at the different layers of thevaluate for consistenap havinga common ethical system
framework, and the socialization processes facilitated as across the layergurther, since decisiorsout how to define
consequence of having a small tedoningtheinitial stages of the objectives or manage the deployments or iterate on the
the platform were useful to build and operatdV in a  design,are ultimately madéy people building and managing

responsible manner. the ICT platform, this ethical system is nothing other than the
values of these peopld-urther, thesocialization proesses
B. Example: Facebook betweerthe peopldbecome an important determinant of which

Facebook has lately had to deal with salellegations values become dominant or are heard.

about its working model, such as misuse of the platform tg

spread misinformatiof24], and security loopholes that led to C- Example:Aadtear

leakage ofrivate user datf25]. We focus here on the former We next apply the same analysis method to evaluate the
and use the framework to reason what could be thetolgiec  Aadhar uniquedentity systemA key stated goadf Aadhaaiis
design decisions, deployment oversight, and the ethical systeim eliminate invaid identitiessuch as when the same person
in which the Facebook teawould have been operating, that may be in possession of multiple IDs and can use them to get
led to such misuse of the platform. double benefi [30]. Thenationally valididentity provided by
Aadhaar is also expected smpportmarginalized groups to
avail welfare schemefsom which theypreviously may have
been excludedor not having adequat&lentity documents

First, here seem to have beéalures either in spotting
misuse of the platform as pat deployment management, or

in conveying these observations to iterate on the design so t ving a digital identitysystem operated through lowest

new features or processes could be built, oprioritization .64 denominator technologies like biometrics that can be
between addressing these observation in comparison with Othgécessed by anybody, and linked with bank accotmts
deliverables. News articles point tapses on potentially all ’

. . .seamlespayments and benefit transfergas also expected to
three frontg26]. However, the decision making process be tead to E)aiynless technology adoption. Argumentsp have been

f%r pngntﬁi?rtllotnlor vtvr?at tnod rﬁpicg\‘/er?#is \;vhat ttomlgri]r?r\(/av’hilsh raised about the rationality behind choosing these objectives.
shaped ultimatelpy the underlying ethical systems M This includesconcerns abouwhether problems of leakage of

the Facebookteamswould have beemperati. It points 10 yonefitscan be solved by a better identity systemdoesit
missing values such as not creating a social contract on tl?gther require improved supplchain  tracking and

platform that is founded on mutual respect by the users for Orbqnpowerment of the communities to demaratountability
anot_f:jer, atnd values of rfespon5|b|I:cty ft‘;lt. bymt;e ﬂ.latforWhemselveﬁl]. Smilarly to what extents identity a barrier to
ﬁ\rt%¥:a§{cs>nsoo§?ﬁgrela?fofr?1e space or their us@rsonine availing benefits as compateto other documentation
P | requirementsis questionable as well. &lo not focus on the

Second, the solution adopted by Facebook to address thedwiceof objectives here, and restrict camalysisto exploring
problems has been through a centralized review process thatcignsistency in the ethical system underlying tttgosen
partly algorithm driven and partly people driven, to adhere t®bjectives, design, and deployment aspectsanfivaar.
community gandards laid down by Faueok itself[27]. The The stated goals clearly point towards values of fairness in
community standards are arguably shaped by cultural norms fﬁe

different communities and then codified as rules that can bg distribution of benefits, values of equality #cessing

implemented by humans and potentially even by machines bPanefits, and even consideration of aspectsase of use to
P y P y y ' move capability or usability barrierin the technology



adogion. However, these values do not reflect consistentland emble transactions between them, but we feel that the
across the layergirst, extensive reports have surfaced of how arguments can be generalized acrassplatformICT projects

the technology design is not suitable for challenging rurahs well In this section, we go into details &figure 1 to
conditions, whichare marked by poor Internet connectivity, propcsethe full-fledged framework that can accommodate the
and even biomet matching errors of false negatives. This hashree examples.

led to exclusion of poor people from benefits, but the

deployment observations have not strongly made their way to . '€ foundatioal layer of objectivess perhaps most easily
design changes, raising dosiin the commitment of the articulatedin terms of a theory of changé the projectIn the

Aadhaar teams towards values of diyd3]. A similar gap is case of MV, this theory of change is basechow informaion

noticedwith the inherent sei§ervice design of the system with SNaring will lead to learning, and eventually to individual and
no room formally left for assisted usage. Deploymentémnecuve action based on the learningith Aadhaar, this
experiences point towards the need for less educated and p Iagory of change ibased omoy\1a unique d'g'tal identityvill ™
people to take help from social workers and ddficto rectify ,:ﬁ uce c?rrl?]ptmmm]?rovg engt e?e.nts, arrl1 ease ?ccess.l Ie
mistakes in the Aadhaar d4@&2], but this is done informally e.°r3|’ odc.ange olr aceboo 'ﬁ pernaps no ﬁs cearyl
which in fact leads to security lapses, no changes in the desigficulated, it vaguely assumes that ease of online socia
have however been incorporated to formalize some kind o mmunication will build communities but leavethe
assisted usage by trusted intermediaridss again pts into Underlying processamdefined
guestion the values of the Aadhaar designersowards The objectives and assumptions about the theory of change
mentoring and easing usage for thge®pleunable to deal lead tobuilding relevant design elements at the inception stage
with the technologyas opposed texpectingthem to improve of the ICT project. We have divided the design layer into three
their skills orovercome othecapability barriers to effectively parts where we have seen significant research interest. First is
use the gstem the user interface wheraethods to enable the desired type of
ljlqéeractions and transactions between users, choices towards
ease of use, the conumication modality based on thigeracy

vels of users procuring informed consent,generating

ersuasion through technology, etare the key design
elements to configureSecond isthe data and algorithms
8mbedded in the technology, where design decisions about the
privacy of data, fairness of algorithmic operatioascess to
accountability and appeal channels, etc, are some of the

Third, the centralizedand nortransparentmachinedriven  important design elements to chooseirdIis a less researched

decision makingarchitecturewith no easy appealrgpcedures area, of looking at the ICT project as being part of a larger
for mistaken decision makindjas ended upputting power ecmsystem of actors, anthe designbeing influenced by
back in the hands of the service providers who use Aadhaar ¢tthhanges it may bring aboirt the relationshipdetween these
authenticate their transactiomsdhas taken power away from actors.The actors may have pexisting relationsips with one
the hands of the consumers. This is seen extensivéie use another, of power or cooperation or other dynamics between
of Aadhaarfor authenticatind®DS (Public Distribution System them, and the objective of an ICT4D project may in fact be to
for subsidized food items) transactions. The PDS shop owner édter these dynamics. We discuss more atimjpart of system
able toleverage technology failuras a means to exercise designlater in the essay
power in different ways, eg. to deny ratian to grant ration as
a speial favour rather than an entitlement, d8). This
increases the power differentiaktween the shopwner and
consumers even more, aodn manifesitself in other spheres
of community life where local elite may exploit the less
powerful. In the same wy, subservience to a centralized
decision making system run by the government, i
disempowering for the people because of the dependency a
inescapability it creates for them towards a system th
ultimately controls access ttheir life-critical entitlanents.
This fundamental design does not encourage power equality.

Second, no reports have so far been released about
efficacy of the biometrics to successfully eliminaheplicate
identities.This raises doubts on fundamental values of honestl
in whether thestated objectivesere thereal reasotbehind the
choice of abiometrics basedesign of the platforpor was it
unsaid objectives like building a national biometric databas
for securityreasons

Design choices made in the exales can be mapped to
these three parts in the design layer. For example, the choice of
voice for MV to reach the ledderate userbase, or the choice
of biometrics for Aadhaar, were made for the user interface
based on theemographic characteristics thie intendedisers

f these platform&nd how best couldccesse enabled for
m The degree of automation for Aadhaar transastion
sting for the compliance of messages shared on Facebook
ased orthe community standards, were design choices made
in the handling of data and algorithms at the design layer. The
centralized architecture of Aadhaar and Facebook, or the
. . decentralized volunteer driven appropriation of MV, were
D. Detaileddescriptionof the framework broader system design choices thgg wgre made when building

Through the three examples we showed that D& these platforms.
project conceptualizatioinamework can be used to analyse the ) ) )
objectives, design elements, deploymenmanagement _The choice ofdesign eI_ementmquencesthe actual usage
processes, and relationships between these three layers, di#fing deploymenby shaping norms of how users interact on
terms of a common ethical system. It can reir@nsistencies (€ platforms, whether or not they are able to access the
between thalifferent relationships that may betray the statecPlatforms as originally envisionedyhether the ICTs alter
claims ofanICT project All the three projects analy@bove ©€Xisting powerrelationships betweeulifferent types of users,
were actually platforms that support ecosystems of many usef&c- A key function of deployment management is to astutely



monitor the projects to assess whether the envisioneglatedwork to emphasize on the importance of an ethical
objectives are being realized, ie. whether the process of haviggounding to technology design, and the less explored area of
encoded the objectives into the dpsi and made design technology deployment that deserves just as much attention.
choiceswith a view of influencing the usage, is actually

working as desired. The deployment observations feed bagk Related work

into the design through an iterative processlterthe design
so that usage during deployment falls in line with diesired ; :
goals. Incorporating deployment observatiimdiVv’ s d e sSihigSpy design

to bring diversity in the usdsase by creating diversity among  The grounding oftechnologydesign in ethics has been

the volunteebase, or ignoringto redesign the Aadhaar pointed outoften. B4] recognizes the inequality between
technology despitedeployment observationsf technology designers and users, and that designers have a responsibility to
failures, are examples of successful and broken linksensure that their innovations create a just world and do good.
respectively between the deployment and design 1§8€}s This becomes cliienging because designers may not always

Finally, the ethical systerdirectly influences each of the KnNow their users, and hendeis suggested that they should
three layers in terms of stating the objectives, the desig perate using the Rawlsian principle of the veil of ignorance

choices based on the objectivéise deployment management 53 S.Onthar: biases O%the dﬁes_igr}ersh do hmtththg u;eLs,
based on the design, afatilitating design iterations based on €SPecially the worst off userii is further emphasized that
deployment observation&thical systemsare constituted of Principles of liberty and equality should form the foundations
values that the project tearhenour, and could include values ©f technology design.Our work is on similar lines in
such as equalityjnclusion, fairness, dersity, mentorship, €mPhasizing on the ethical foundations of technology design,
mutual respect, honesty, responsibility, etc. For platased and the responsibility of the designers thelwes but we

ICT projects, some values such as responsibility to create %/tliné a more detailed design framework which additionally
conducive environment on the platiorm to realize thediStinguishes between design and deployment management,
objectives, can be argudtiat theyshould be a part ofthe andwe stresghat ethical principles need to form a foundation

design itself, so that reacting to deployment observation®" deployment management as well.

1) Ethics in designand the insufficiency of achieving

becomesa fundamental expectatian the projectrather than We alsodo not prescribe particular form of ethical system
something that gets impab¢nhrough valudased prioritizaton s ui t abl e for | CT pr ogcaticismsof an d
of the project teams. the Rawlsianframework in its limitation that the veil of

ignorance will also blind the designers to the current state of

theuserd35]. Therefore, equality Wibe hard to achieve as an

eventual goal since the worst off users may not get access to
e resources that can help them catch up to other users.

government's att,fdrexdnepledeems tor qliticsymay m{e%dégovern the choice of the ethical system
bearising from a utilitarian approad3] of looking at broader ~that can be expected to achigie desiregbolitical objectives.

social good than pockets dhilures. The Mobile Vaani This brings us to the realizatidhat technology design can
approach of respecting human thought seems to be groundedyé shaped by the underlying politics of theigiesrs, and that
Kantian principles33]. Our key message is that the choicestechnology artiacts carfavour one kind of political view over
made by projecteams in ICT projects for the objectives, anotherasexplained by38]. It is argued thatechnologies can
design, and deployment management, arise from inhereptild specific kinds of social ordespecially when wielded by
ethical systems in which the teams operate, and can hence f&verful agencies such as authoritarian governments or even
analysed with that viewpoint. corporationsand the media that may hdriven by certain

Note thatour incorporation of values into the framework is dominant ideologies. Wder such circumstancesfhe
different from how values are incorporated in vaseasitive t©chndogy design therefore magodify these ideologies and
design.Values invSD are assumed to be baked into the desigrgnforce alignment aéntiresocietiedowards these viewdhis
of a system and can serve as behaviour or usage boundi‘ﬁ}g'n agreementwith our views that the underlying ethical

mechanisms to prevent misuse, by the users or by the design&/St€ms in which the technology design teams would be
operating, does get expsed in the choices they make in

%efining the objectives and design of the technolbtpwever

Our framing of the ethical system in termsvafues is not
meant to restricthe choice of the operationalizing ethical
system to onlyirtue basedethics. Other ethical systems could
serve as an underlying common mechanism as well. T

of the system[6]. Values inour framework are the values
espoused by the project teams that go into defining th
objectives, design choices, acting upon the deploymer{
observations, etc. These values are inherently subject
socialization biases and dynamics of the paditeconomy that
would shape the ICT project over time as a living artefac
rather than something that can be designed once and will As argued earlier, methods like VSD also restrict
function according to the design specification hencefdith.  themselves to only emphasising that values should be
discuss these socialization dynamics later in the papenext  embedded into the design itself and articulated expligithjle
present an argument for a universal value that all €afns  we go further tosay thatvalues shape choices during the
should incorporate, opowerbased equality, and propose adeployment as well, and that deployment feedbsik&uld
method to incorporate this value as parsgdtem desiginthe  continually shape the desigmnother line of reasoning is to
design layer.Before that however, we briefly present someexamine VSD as used in ICT platforms. VSD values are

is view does not consider the potential of deployment
edback to shape design, when the designers and managers of
the technology may be willing to adapt arehrn to ensure
fesponsible outcomes from their innovations.



essentially contexfree, such asdata privacy or trst in  the challenge described b$4] of the gap between designers
technology, but ICT platforms may be used in widely differentand users. However it does not formally state the need for an
contexts which may demand dynamic adaptations in differerexplicitly declared ethical grounding, and it still retains the
situations based on the specific context of the situation. Henabjective as getting the design right as opposed to constant
such values baked into the technology design may not hatention also being required for deploymemnagementts
sufficient to deal with questions that arise during deployment. relevanceésal so | i mited in today’s
latforms are actually developed and scaled. Platform
esigners typically do natseparticipatory design methodsd

he outsetbecause their incentives are driven by a baiid
break approachwith a gpal to gain quickuser tractiorthrough
which they can clainaccessto more funding to scaletheir
projects Any fundamental problems in the desigrespective

of whether it arose because participatoryprocess was not

[37] drew attention to the need for designers to remairﬁ
involved in the deployment of their technology, famouslyt
highlighted in his open letter titledl Scientist Bbelswhere he
refused to share drls of his technology design with
irresponsible militarists He goes to further illustrate how
totalitarian governments or preeeking capitalists can ignore

fundamental human values in their adoptiand use of followed or a consistent ethical perspective was not

technology the relevance ademocracyn ensuring protection ..o ratedtherefore become concretized and hard to change
of citizen rights, and the responsibility of scientists to not b s the platform grows larger. Efforts made later towards
naive and take responsibility for how their inventions an%articipatory design by consulting users are therefore not very
innovations could be used by others for unethical private Okt tive and need to operate within the constrairitshe
political gain. Similar views are expressed b§] discussing i qina) gesignThis inability to depart from a legacy design is
the uncertainty with many new technological innovatians 'y oy, 1 oblem for Aadhaafor exampleSolutions like virtuad

how they would influence future generations of humamsl ;.\ “ich 'fom a privacy point of viewnake it harder to join
hencehe too emphasizes thatage principleshouldevolve  aaq015 amassed by different service provigidis or offline
continuously through oversight and monitoring - during, ,yhanticationwhich has been proposes a workaround to
deploymentOur own views are shaped by the same logic. network failures for authentication at the pewfiservice[42],

[39) suggests that as part of the information agshiét  can only a_IIeviate some papoints o_f centralization They
towards more responsible science and technology design ahdwever still cannosolvethe power imbalance created by a
deploymentwill indeed happen; he says that the increaseddecisor-making deS|gn that is centralized and hard for many
observability brought about indoay * s i nf or ma peppte o appeglagainst. | |

make the agents act more responsibly. He then goes on to Action researchhas more ambitious goats continually

suggest what kind of ethical systems should guide the agentg,, o the intervertn based on deployment feedback, with all
and argues that individualist @gopoieticsystems such as decision making done through thparticipation ¢ the
virtue ethics may not be sufficient to govern tealogy that community in the proced®3]. The framework we have stated

affects societies, and theref@eciopoieticsystemsmay offer ; : .
! : an potentially be considered as a more prddigaroach than
a better foundation. Further, these would need to be linked ction research in our current context efidespread

the environment througicopoieticsystems that takihe needs participation inplatform basedCT projects where users may

of future generations into account not be giverextensve privileges to shape the platform usage
However, whethethe increased observability will lead to processes. Instead, we emphasize on the responsibility of the
more responsible agents or not is questionable. This @latform designers and managersctrtainly take as much
illustrated by £Q] in his articulation of the transparenppwer  feedback as possibléom the usersbut also importantly
nexus. Methods to bring about transparency to enforceacknowledge the influence that theivn ethical systems have
responsible behaviour, may also be ubgdthe powerful to on how theychoose todefine the platform objectives and
control and discipline peopléDbservational control, ie. the operational processedust like technology arfigcts can create
ability to observe,can be used to regularize behaviour.social order, technology platforms and their usage processes
Therefore, whether or not ICTs willead to responsible encode norms for user behaviour, hence it tmesimportant
outcomes may depend on the ethipaihciples with which  for the platform managers tecognizeemergent usage norms
powe holders operatewhich may in turn depend on the and react in responsible ways to guide the formation and
political systems in which they operatWe consider this view transformation of these nornty developing new features or
in the next section where we emphasion powebased processes, guided by clearly statethical principles.We
equality as a kegthical principlethat should be followed by further describe later that features and processes which

thedesigners and managesf ICT projects. empower the users to regulate usage norms on the platform,
o can be more desirable than a centralized management of usage
2) Ethics in deployment management norms. [44] describes this need for a dynamic application of

Given that ethical principlesare clearly important in ethical principles in aesearch project, than formulating an
deployment management, just as much in desigsbrings us  Initial static ethics protocol that can be reviewed-ome by
to the question of how deploymedeedback can lead to design ethics boards. Our own thinking is on similar lines, albeit

changesThe action reseah and participatory design methods described for ICT implementation projects and not only for
probably come closest to this. research projects undeigg an ethics review.

Participatory design approaches are grounded in democratic
values to enable users to influence the design, thus dealing with



3) Ethics and Artificial Intelligence among the actors directly or indirectly affected by the project.
Our claim is that this can help distinguish between projects that
Bmpower people and those that disempower. Projects that
& dthforce existingpower relationshipor create newpower
relationships towards a few, or towarit® technology itself,

end up being disempowering.

Although we have discussed so far about ICT projects i
general, the arguments we have made are just as applicabl
ICTs that involve algorithms and datagorithms only codify
the objectives defined byhe designers, but the objectives
themselves are an output of the underlying ethical sygten
As an examplemotivated by our responsibilitfor MV 10 5 - pojevancef a powerbased equality principle
ensure a diversity of viewpoints the conversations happening . )
on the platformeven if at the cogif user satisfactionye have Disempowerment seems to result from saveecurring
built content recommendation algorithms teagble platform negative patternsand which are seen more widely thanust
managers to specify policies that can ens(skortterm) ICT projects One such pattern is thrindset of governments
diversity and (longerm) fairness inrecommending content that legibility and simplification as a means of control and
[46]. The policies themselves can be definedtity platform ~ coordinationof the populationis unequivocally usefu[53].
managers based on what they valuea similar way, machine This often leads to the design of regimenfrdgrammeshat
learning classifiers have been shown to have biesesging Sufres the ability of people to fleibly solve their own
either from incompleteness in the data itself, or due t®roblems, which disempowers theamd eventuallyevenfails
relationships betweempredictive performanceand protected o produce meaningful outcomé®is pattern has been seen in
variables[47]. This leads tpredictions or decisions that can be Mmany initiatives. The standardized blueprint imposed by the
discriminatory. Methods have been developed to prevent thi§dian government to perate Internebased information
discrimination by articulating diffeent kinds of fairness Services kiosks in rural areas, became a constraint for kiosk
policies, whichagain emerge from varying ethical systems €ntrepreneurs to be resourceful in d!ver5|fy|ng their services
such as whetheptachieve individual or group based fairness,and finding workarounds for technical glitchésat they
or whetherto only prevent discrimination dio also ensure €ncountered when operating according ftiee standard
affirmative outcomes for worstoff classes [45, 48]  Procedures[12]. This even led to several kiosks becoming
Furthermore, these policies are also not important just at tHésustainable. Similar rigidity imposed by the technology
design stage, but even while maimagdeployments there is driven design of the Aadhaar system in Indiaaetsally made
need to ensure that biases in the data completeness #r@arderfor welfare dependent loimcome citizens to engage
consciously addressednd that models are attentively -re With the state,b e c ause  Aentalizada processes

trained to continue to perform in line with the underlyingessentially eliminatehe civil societyfrom interveningwho
ethical system could haveprovided assistance to the peojteinterfacing with

the technology driven systenthereby actually disempowering

~Honouring user rights pertaining to thiata, such as  the poor andeir community institutionf31, 32]
privacy, anonymity,informed consentand ownershipalso

need to be handled in similar ways, by reasoning abmut Another pattern |S thstrong bellef that Competitiveness
underlying ethical systemsf the technology designers and among peoplepperatingwithin a laissezfaire framework of
managers[49]_ S|m||ar|y’ accepting accountab”ity for the mlnlm_al regulatlon and eXter.n_al Coord|nat|0nW|” Create
outcomeof the algorithms, transparency and explainability ofconditions forequal opportunitiesf growth for everybody

the results, and providing appeal procedures against decisiol®]- This howeverin aworld that isa-priori unequalleads to
made by the algorithmg50], are necessary to deal with unfair conditions for cor_npet|t|o(65], aljd reduces the aAw_a
mistakes and take corrective actiGrarticipatory methods can Placed upon cooperatiomnd regulation to create fairer
help develop stratgies that are in agreement with the usersconditions for equitable growth in an unequal wdsé]. It

[51], but as argued earlieto preserve continuecthical alsoignores theole that regulation can play in addressing the
functioning of the projectswill also require due attention root causes behind inequalsych as theinequal distribution
during deployment, such as to ensure responsible functionirf skills and opportunitieswhich unless addressed directty

of appeal processes, or getting tomous user feedback to build skills and mentor peoplevill only further increase
detect problems and evolve mechanisms to shape usage noffRqualityand disempowenent This pattern occurs frequently
on ICT platforms Ensuring ethics by designin artificial N many contextsThe lack of attention paid imost social
intelligence technologiesas adopted in declarations such asmedia platforms teheregulation of user behavior and creation
ICDPCC[52], arethereforeunlikely to be sufficienby itself ~ Of norms for responsible usage has led to incidences of fake
Broader frameworks such as the one we have proposed will f¢Ws that bve even subverted democratic institutiga].
needed even for projects that have a strong component Becommendation algorithms that can help regulate user
algorithms and data, to pay attention to both design an@ehaviour to some extent, are rathewilt to drive user

deployment, guided byhe underlying ethical principlegnd ~ €ngagement in most profit making social media platforms
politics o the designers towardssensational and alarming infortizn [58], rather than

being based oncues about the authoritativeness and
IIl. POWER-BASED EQUALITY completeness of informgtion that can meet social objec;ives
: such as user learninghis has broken the myth that social
Given the importance of ethical underpinnisign the media can disrupt powerful gatekeepers and democratize the
conceptualization framewordescribedabovefor ICT projects  ahlity for anybody to make themselves heard; rather social
we next discuss the relevancka key value that any project media has given rise to new forms of agenda setting and
should embrace of working towards powebased equality



mechanisms to drown even legitimate voidé§]. In a  helpensure that ICT projects do not incorporate these patterns
different context, themphasis by microfinance institutions for themselves, and potentially even counter the occurrence of
the poor tgustfocuson financial metrics hasieant that hardly these patternsn other systems irthe world ICT projects

any attention igaid to mentoring the borrowers to effectively indeedare embedded in aecosystem of actors whmanage
utilize their loang59]. This not only reduces the effectiveness the ICT systemsind processesr are affected by thenThese

of such programmes, but alatblows more skilled people to get actors have preexisting relatimships with one another of
further aheadThe dtraction to individualized concepts like power or cooperation or other dyngs With powerbased

universal basic income and cash transfers insteadppfortfor
collective efforts, can also be attributed to this patteith its
focus on individuals, competition, and absence of regulation

A third pattern isthe nature of capital to centralize itself,
exploit existing inequalities to its advantagmd thereby
reproduce then{55], and of capitalists tdurther use their
power of capital to subvedny regulatory effortanade bythe
governmenbr mediato impose fairnesconstraintd56]. This
pattern reinforces the first two patterns througlight nexus:
Legibility enhancing programmes of the governmerdvide
tools to capitalists to increadermalization and create new
spaces for capital transactiotisis increases the opportunity to

create wealth; due to unfair competition the wealth gets furth

concentratedthis concentrated wealth is alite influence the
public and the government to draattentionaway fromthe
need for regulationsto create anequiible distribution of
opportunities;as a resulthe status quo igetainedwith an
emphasis on individuationand competition instead of
collectiveness and cooperatign allowing for continued
exploitationand perpetuatioof inequalities

These three pattes ultimately createundesirable power
structures.We define pwer as theability for an actorto

continue tasuccessfullyinfluence their environment according
to their will [61]. Thus, for technologies or standard operating

procedures created by the gowment, their power lies in
ensuring that other actors operatén accordance with the
protocols laid dowrfor the systemAlgorithms embedded in
the functioning of social media platforms have povier
influencing and controlling the behaviour of their ngse
according to the objectives defined in the algorith®scial
media users also have power depending upon their akitls
connectionsto influence which iformation gets shad or
blocked according to thetrategythey want to imposeThe

logic of capitlism lies in enabling power holders to exercise

their powerto ensureheir own survival, be it through paying

lower wages to employees, or influencing policy for less

equality as an underlying principle, I@Fojectscanvery well
aim to alter these dynamicBrojects like Mobile Vaani have
given power to the people to protest against the poor delivery
of public services, and put media pressurg¢henauthorities to
act upon the grievancd®22]. Social media platforms have
given power to the people to coordinate the formation of
collectives and joint action[62]. The availability of
information such as market prices of agricultural commodities
for farmers has reduced information asymmetries by giving
more bargaining power to the farmers to get better prices from
the traders for their produdé3, 64] We therefore need a
methodto identify whetheror notan ICT projectis based on
owerbased equalf embedded as a principle in its underlying
thical framework.

Assuming thabased on the examples we have given above
it is indeedproblemsto do withthe distribution of power that
lie at the heart of the issues we have discussedar, the
guestion i raises isCan we build a modelling method for the
design and management of ICT profetd assess whether a
projectwill bring about (oiis bringing) powefbased equality
among the actorsBuch a modelling methoaould help
distinguish betweemrojectsthat empower p#ple and those
that disempowerWe come to this modelling method next, to
incorporate powebased equality as a principle in the
underlying ethical framework for ICT projectReferring to
Figure 1, this modelling approaaanbe applied athe third
part of the design layer, to specify the different actors who
would directly or indirectly participate ira project, their
mutual relationshipsthe distribution of poweamong them
and how the ICT projeatould change the power distribution.
It can also be applied in a concurrent manner to guide
deployment management, by keeping track of the power
distribution dynamics unfolded by the project.

B. Modeling methodology
We suggest a modelling approach that is inspired by the

regulation, or influencing media to create policy legitimacy orcybernetic§65] and systmsthinking methodology66] which

to shape consumer predémces.Further,the power of an actor
is not only th@ ability to influencethe environment, but to

examines thesystem as a whole made up of many parts that
interact with one another based on various rules and lead to

continue to influence it, ie. exercising power does not lead to ftertain systemic behaviours. Thdel should allow designers
being challenged or reduce@etting away with not equitably and implementers to specify the varioastors and their
creating skills and opergnup opportunities for growttend  relationships in a structdlemanner to make these legible.
not encouraging structures for cooperation and collectivisnfPnce the system is expressed in a legible form it becomes
helps ensure that power remains consolidated in existingmenable to analysis, reflectiorgorrections, and more
structures and is not effectively challenged or dissipated. detailingto bring it close and closer to the real worlf1]. We
, ) only go as far as suggesting a framework to express system

The three patterns we have described arenton ways in  gynamics, than to predict behaviour; behaviour prediction
which undesirablgoower structures are <_:reated and ent_renche odels can potentially be built on top of the framework.
and due to these powbased differentials between different However, we outline certain system archetypésch often

actors they lead to undesirable outcomes a reduced |eaq to undesirableutcomes, and can be spotiadhe models
effectiveness of the programmes and development initiatives

Incorporating a powebased equality principle as a core ethical ~We propose modelling an ICT project in terms obitgors
value for the design and management of ICT projects, maigsourcespossessed by the actoagtivities performedamong



the actors, andlecision functionsgoverning the activities. nodes can indicate whether the resources aquitably
Actors may be people, orgaaimns, collectives, or even distributed or not;nequitable distribution is likelyotlead to
technology artefacts and processes, involved in a projedurther inequity. The presence of regulatory loogsin be
These actors may possess resources such as informatgpotted by identifying cycles in the netwdik check whether
required to make decisions, kndww required to execute decision making links emerging from powerful nodase
activities, discretionary or veto rights to make decisjoetc. countered by other nodes; this can impose checks and balances
Activities may include services performed by an actor foron power concentration3hus, we can identify at least three
another actor, and which may consume or produce resourcdéids of archetypes: concentration of power among a few
The execution of activities can be controlled by decisioracors, inequity in the distribution of resourdesntributing to
functionsbased on the resources possessed by actors involvpdwer) among the actors, and the absence of regulatory loops
in the adwities. An example for Aadhaar based service accesto keep a check on powefrhe existence ofhesearchetypes
is shown in Figure 2a. There are three actors in this system: @an be spotted with the modelling approach we have outlined
user, the Aadhaar system which accepts/denies ushkerefor ICT projects to evaluatevhetheror not undesirable
authentication, and the actual service availed by the user. Usgrswer effects could arisa are emerginthrough the projects.
possess resources suh knowhow and capability to engage
with the Aadhaar system to operate it successfuithpse with
less knowhow may face problems suchagh rectificationof
Aadhaar registration errors @o deal with situations when
technology failure may cause aeittication errors leading to : . o
service denial. The activity of Aadhaar based authentication [9_Monitor the evolving power dynamics in tegstem A
therefore governed by a decision function that is dependefPmParative analysis of the models can be qualitative to begin
upon the knowhow of the user. The activity for availing the With: but with more detailed modeig even quantitative
service is governed by the output of theadhaar metrics can l:_)e developed to compare the relative merits and
authentication, and of course whether or not the user is entitiglfMerits of different model&urther, the models may not just
to the service. e analysed statlc_ally in terms of their configuration, they can
also be turned into dynamic models governeg diate

This modelling in terms of actors, activities, resources, antransition equations which can be simulated to observe the
decision functions, is able to capture the three kinds of pattermdfects over timeAs an example, in Figure 6 we outline a
discussed earlieRegimented programes with less discretion dynamic model about how a participatory media platform
for bypassing protocols would look like the Aadhaar exampleeployed in a community builds its credibility. Articulating the
shown in Figure & with starshaped network structures and model raied new questions about what the credibility function
sequential activities that would indicate fragile networks with ashould look like, or how much minimum credibility should be
single point of failure resting with the pegs as an actom  attainted for the media to become effective in exercising its
contrast, Figure 2b shows more meshed and connectednfluence; this is precisely the role served by models to identify
networks where community institutions can support people tplaces of ovesimplification that need more detailing, which
access servicesCT platforms with minimal regulation and eventually leads towards a better understanding of the system.
oversight would look like the socialedia platform shown in

Figure 33 where there are no decision functions imposed on '€ Systeméhinking approach has conceptualized rich
users to communicate with one anottfégure 3bon the other insightful methods that can be used here to measure and project
}‘%Ee system dynamics, andnche helpful for managers to make

Our key goalbehind coming up with a modelling approach
is so that the models can bempare with one another, at the
design stage to cho@®ne model over another that appears to
favourmore powetbased equality, and at the deployment stage

hand shows a platform where users themselves imposg” >/ . . : L
ecisions and to even provide reasons behind their decisions

regulations on one another for responsible usage of t . "
platform. Programmeslike income support to individuals 07 '€view by other stakeholder$7]. This approach can
therefore help answer questions of whether to choose a

would bring changes as shown in Figure, 4enere initial Harticular model or not, whether the model wilhd an

inequalities in the resource distribution of skills are enhanced” .=~ ;
by the programme. In contrasEigure 4b shows that equilibrium when unrolled over time, whethétre regulatory
: ’ loops are strong enougletc. The models can be made as

programmesvhich support skills building will not onlydad to simple or complex as needed, to answer the questions that are
more effective soci@conomic development but alsesult in put[l)Jp tothem P ' q

more equitable outcomes.Online grievance redressal
mechanisms as followed in many government schemes, look We have showrso farthat several negative patternstth
like Figure 5a where service providers can impose significarftequently lead taindesirable outcomes for ICT projects, can
discretion on redrssing grievances. Regulatory loops imposedictually be explained through a commdrameworkof power
by media systems as shown in Figure 5b, can keep thisffects, and that these effects can argicipatedor tracked
discretion in check. through the modelling approach we have proposed here. The
These models can be analysedidentify three system g‘otﬂe";nt% a[()jpoa}ch car(; Tﬁlp dexalmlne Ict:TtprOJectshtothevaluate
archetypeghat can lead tdifferent kinds of powereffects bo da € l_es;gn an K € dep o_yrlnenf s;1agesdwle_ er-ﬁ](_)wer
Connectivity metricsabout the network structure to assess22Sed equality forms a key principle of the underlying athic
resilience to edge or node failures, can indicate whether t Eamework for the projectsThis can be done by Ioc_)kmg_ .OUt_
or at least three systemrchetypes that we have identified:

model hanly a small number dfmportant points; ftese are Whether power is getting concentrated in a few hands, whether
likely to be the loci of power with centralized decision making P getling '
regulatory loops are in place to keep a check on such power

rivil .Examinin istibution of r r r h . ;
privieges. txa g he distibution of resources across the concentration, and whether the underlying resources that



contribute to power are equitably distribd or notWe next The third reason isabout power relationships in the
briefly discuss the special caskpmower given to technology ecosystenthat arealtered by the ICT.sWhether technologies
artdfacts directly, given the rise migorithmic decision making like I0Ts can be afforded by everybody or oy large
and an ofiobserved belief ithe correctness of technologiye  farmers, will determinef the ICTs can help remove existing
thendiscuss our proposed poweasedanalysis methodology  inequities or nof71].

in relation to other frameworks proposed in the literature. We therefore argue thatider ecosystem modelling is

needed to understand tpewer dynamics affected by givin
C. Power to technology power to technology tiatgelf. P)gwer should be éi?/en gto

We have discussed examples earlier such as Aadhaar ae@hnology only when its introduction helps reduce pewer
Facebook’'s centralized tec haseallineduiy in the widereefosysgeicuding begwedn wr e f
decision making- authentication in the cas#f Aadhaar, and technology and its users, ttechnology owners arithe users
decision making about the acceptanceainissible speeain  and between the users themselWith thisview, gpensource
Facebook. The technology deets, or process driven by the systems running on distributed infrastructure with appropriate
technology artiacts, emerge as key actors possessingiata management tools for privacy, deployment guidelines for
concentrated power according to the modelling method weapaity building of users to ensure equitable access, and with
haveproposed. To keep a checkthis power, other actors too objectives to provide information or services to counter
need to have power to appeal against the decisions, and haygsting power inequities in the ecosystem, may seem to be
access to explanations about the decisibheserequirements more reliable guidelines tesignICT systemghat can avoid
have been noted in recent declaratifrsethics by design in  yndesirabl@utcoms.
theuse ofartificial intelligence technologig82], but as argued
earlier, this needs to be incorporated at both dbsign and [ Related work
deployment stages.h& modelling method can be used to
examinewhich actors have access to resources required to ke%%t
a check on power agnel to technology and process &atds.

Our modelling approach in terms of actors and links
ween actors, is very similar to ANT (Actor Network
Theory) [72]. ANT helps explain why some networks are

It is worth discussing otheron-platformforms of ICTs as stable but others do not sustain, by understantiegligned
well, such as IOT technologies projected to improventerests amonghe actors ANT however does not allow a
agricultural productivity[68], or bigdata based approaches modelling of overall system objectives, and does not define
such as through the use of satellittad@ndother large datasets any specific patterns that could lead to power differentials
to make farming recommendatioi@9]. Reliance on these among the actors. The systethgking based modelling
technology artiacts isputting more power in theands of the approach proposed by us, and the lisachetypes that can
artdacts themselvesand we argue thasuch arrangements lead to undesirable power effects, can be used to describe these

even in norplatform ICTsneed to be handled in aetter aspects missing in ANT.
mannerfor threereasonsFirst, ®veral limitations have been The benefits in the ICTAD space of the systéhiking

noticed about these technologies, such as not having enough roach of seeing a svstem as a whole. is discuss@dlb
data about the local context to fiene the recommendations, 2PP Ing a sy as a whole, is discuss@d|bi [
helpsto see technologyn a wider context of social systems

or the lack of transferability of models across different . : . . ;
contexts, which can lead to mistakg0]. Methods to support comprised of different kinds of actors who interact with one
more equitable distribution of power would suggtbe need another._UsefuI concepts such as open and c_:Iosed systems, and
for similar mechanisms as discussed eafterAadhaar like ~ Poundaries of a system, can help determine the extent of
the explainability of the recommendations so that users Caﬁomp_lexny that was chosen to be mdee| and consequently
decide whether ttrust them or not, and to encouraessibly '€main aware of what was not modelled that could lead to

' Sirprises.  Concepts like functions that relate inputs with

the users themselves to provide more local context that c . . : )
help improve the algorithmsin other words, to not let OUt%JtIS' gnd composmonﬁof fun;:]tlcl)nsgn_ dynamic gzti'gems that
technology dictate decisions but only provide reliablecr?uf &« toderfne_r_gent € gcts, elps rmg% Precis N %"O o
supporting data to the usd¢esmake th own decisions the function defnitions and assumptions therein, which can be
a useful exercise tdring forethought in deciding actions.
The second reason is related to power relationships that geositive and negative feedback loops are another useful
established between the owners of the technology and its usetenstruct to keep a check on emergent phenomenon.
Whether the owners of these ICTs can misuse their poweDecomposition of lege complex systems into smaller
such as by providing privileged access to data to athrs  hierarchically organizedndependent subystems, isalso a
like traders or insurance providers, can reinforce the powarseful technique tosimplify the models. Our proposed
imbalance between the traders and farmers, or insuranoagodelling approach can readily benefit from such techniques
providers and farmers. Direct comparisons can in fact be drawaeveloped in the systertisinking literature
with ICT platforms such as Facebook where very similar
concerns havarisen. In fact, fotechnologies that rely orath
provided by the user® improve the technologyf the users
can becompensated in some manrercan neutralize power
differentials between users and owners of the technology.

The capabilities approach to studying the effect of ICTs is
another modelling approa¢b which we can draw similarities

[74]. It identifies the need for people to possess essential
capabilitiesthat can help them make use of opportunities, and
equality in @apabilities therefore emerges as a key concept.
This is similar to our own insight about the need for equitable



distribution of resources. The capabilities approach howevehey are being cordlled and manipulatef83]. Scott discusses
does not suggest any modellingethods, especially something how resistance to power is also seen throsgfall events of
that can be used to agse the presence and effects ofnoncooperationby ordinary citizens, and how these may
regulatory loops as well. transform into larger forms grotest[84]. Relationships can

. . rawn between th theori r rationalizin
In a similar way, power as a concept has been Studle?f dra betwee ese theoriasd our operationalizing

extensively but not with a rigorous modelling approach such ethods, for example, the concept of hegemony is related to

as what we proposeThe social sector has utilized power invisible power, which ‘can be challenged by building
at we prop pov knowledge as a resource, and incorporating regulatory loops to
analysis since many yeaas a tool to help communities

; : X keeppropaganda icheck.Overall, our modelling appazh in
understand different kinds of power dynamics around ther&rmS of who has power to influence their environment,

[705v’ve7relalh?)zve(jgcsngggu'Sngfttgeerc;vx?ef\?vri'?hnt :;(dpres\%ggs Ofesources that contribute to this powamndregulatory loops to
P ' P » P P ! P keep power holders in checlsgem to be consistent with

within: An actor may haveowerover other actors tdring e ar e that has discussed different concepts of power.
about certain outcomes, actors may haveptheerto do their

will, actors can build powerwith one another through An opposing iew about the insufficiency of modelling is
collectives, and actors can hgy@werwithin themselves based discussed by 85 who argue that systentkinking and

on their individual or collective seé#fficacy. These cybernetic based approaches, along with otimanagerial
expressions gbower can be made in differdiofrmsthat might  approaches, are not sufficient to model complex social
be visible hidden or invisible Visible forms are like written  systems. They claim this in the context ofraaduler argument
down formal rules and procedures that may reveal expressiottgat societal problems are wicked problems to solve through a
of power, hidden forms are when power is expressed by planning approach, such problems cannot be solved in entirety
exercising influence and sielg agendas that are unwritten, and but only continually resolved. Such views should be kept in
invisible forms are when dominant ideologies norms may mind when using systenthinking based approaches, to
govern the expressions of powsfarious types of expressions identify their limitations and improve them potertighrough

of power and their respective forms may be madgpateshat  more complex or contexgpecific models.

are closed invited or claimed closed spacesare where

decisions are made behind closed doors in atrasrsparent IV. SOCIALIZATION OF PROJECTTEAMS
manner,nvited spacesre where people are especially invited .
to participate, anctlaimed spacesre when less powerful We have showrso farthat an ethicaframework needs to

people come together to create their own spéaeh d these provide_arundetyir_lg foundationto define the_objectives of an
spaces may impose different checks or make allowances to tHe! Projectits design, the management of its deployment, and
expression of power. The spaces themselves may operate€ggure thateedback from the deploymeistconveyedo fine-
various levels such as at thkbal, or national or community ~ tune the desigrFurther, powebased equality as a key ethical
or family, or individual level. This taxonomy has been found to Principle can be important to ensure that responsible outcomes
be useful to help communitiediscuss and write down how arise from the project. These ethical principles et into
they see power being exercised in their lives, and how the§ction by the project teamswhen they aredesigningor re-

may irtervene to alter the power dynamics for social changel€signingthe project, or shaping its usage norms through
PowerCubd77, 78]and NetMag79, 80]arepopular toas that carefu management of the deplo_yme;ﬁlven t_he importance
areused for suec community inquiry processeBowerCube is of human agents in thprqcess, in this section we des_cnbe
useful to list down the different power relationships, whileVarious aspects that may impacw well people in the project
NetMap takes a socimetwork based approach to identify teamsimplement the ethical principles in their day to day
different actors, relationships between the actors, and thork. Most of our arguments are based on our own experience
influence each actor may holdlthough these methods are With working with Gram Vaani for over decadewhich built
useful to identify and categorize different kinds of powerthe Mobile Vaani platform

relationships, but they do not go as far as developing a rigorous e outline at least four aspects that seem to be relevant.
model that can be used to identify undesirable archetypes ffrst is the organizational or team structuie, terms of
specifydynamicrelationships. whether it enables the sharing of insightstween different

It is worth nding that much of this taxonomy of power t€am members. This tdealy easier in small team#\s teams
described above, and are own formulation in terms of resourc@§0W theé common way to organizeem is along different
and decision functions to govern activities, are juslfunc'glons. This canhoweverbecome restrictive imformation
operationalizing methods for variow®ncepts ofpower that sharingacrossformal functional boundaries that geteatedas
have been discussed and debdtda long time Marx and @ resultof the segregation betweenams We experienced this
Engels’ concept o8l fahse Gc &n8)cd YasV/aadisAs MV grew, we built functiepecific
notion of hegemony[82], are examples of invisible power t€ams for —content = creation, ~moderatiorfield team
exercised through™ propaganda ancreating dominant Managementengineering etc. While this helped the teams
ideologies that impede people from realizing the underlyiné’u'ld .functlonal specializations, it slowed innovation andtk
mechanism behind their exploitatiofFoucault emphasized on '€actions to feedbaclshared between various teams. For
knowledge as a means to challetige legitimization opower, example, with a smaller team that spent a lot of time with one
and to overcome the disciplining mechanisms when power @nother, any observations made by the moderators about the

wielded specifically to suppress the realization of people thtuality of voice reports recorded by differamtiunteers would
reachthe field teamquickly. The field team was theable to



guide volunteersn customized way$o record betteccontent  engineering teams about woddtianging impact that their work
While this feedback sharing happgeh organically and is having, and isolating them frobusiness teams who have a
informally in small teams, it took us a while to realize that ascloser ear to the ground about potential violagiohuser rights
the teams grewand funtional segregation increasethis that may be occurring satisfy the business objectivestiog
feedbacksharingreduced. Aspecificprocesaultimatelyhad to  organization. Workplace segregaticemd having different
be formalizedfor this purpose, withthe institutionalization of reporting chaindor different teams seem to historically have
regular calls and meetings between the teams to exchangeencommonstrategies used to create segregatiprevent
insights Identification of many sut informal processes, unionization andollective actionandwhich similarly is able
followed by the formalization of these processes, and ¢hento evade a reconciliation of differences miews between
challenging transition phase to move from informal to formaldifferent teams. This allowasmbiguitiesto persist even though
processeshas been an ongoing activigg Gram Vaanas the inconsistenciesan lead to undesirable outcomes

organization has grown. A third aspect that influences choice of the ethical system,

Functional segregation hewer has other more serious at the team level or orgamitional level, is the political
effects than just to impede the flow of useful informatiBor  ideology of the team memberd/hen this deviates from the
example, w found field team$o be empathetic to problems ideology of the users, it again opens up faultlines to build and
faced by users and voluntegrsusing the platformsuch as run ethically consistent ICT project#le take the case of blue
technical issues like call disconnections ilehrecording collar gig economy platforms such fas drivers and couriers.
content, or even the need for capacity building to effectivelyCT project teams on such platformelargelycomprised of a
make use othe technology.Perhaps thiempathy emerged white-collar workforce of engineers, designers, project
because the field teams directly faced the users and volunteemtganagers, business development executives, etc, who have had
and felt responsible tguide them in the use of the pgtam. increasingly divergent viewfrom blue-collar woikers [87].
However he technology teanand increasingly the moderation White-collar workers tend to be less opposed to inequality,
team, who weréardlydirectly in touch with the useyseemed more drawn towards personal grievances than collective
to lose this empathgs the functional segregation increased grievances, and less iimed to participate in unions, than blue
Thiswas noticed in terms of slower evolutiower the yearsf  collar workers[88, 89] Initiatives like the Tech Workers
userfacing help features the technologyand less frequent Coalition [90] are trying to bridge the divide, but until such
guidance calls given by the moderators to thesers and time differences in political ideology will directly influence
volunteersfor content recordingArguably some of this also what values and outcomes the project teams may prioritize.
happened because of competing priorities to build othelReports like the user interface design of the Uber app for
features,or organiational resource constraintisat restricted drivers to nudgethem to keep driving[91], and setting
continuel investmentin user capacity building, but thiact that  inhumanly difficult incentive targets for driver®2], are
these issuesarely got discussed across the organizatisn clearly outcomes of having altogether different political
probably because thssuesdid not maketheir way out from ideologies between the platform designers and managers, and
the silos in which theidéld team was operating. A similar issue the drivers. Further, while Uber empkss earn high salaries,
seems to have happened at Facebaslstated iwvarious news thedrivers who are considered as private contractors have seen
reports,thatsigns of data breach and platform misuse wete their earnings getsconstantly squeezedand no significant
heard by different teamsand handled in priority[26]. voices of Uber employees seem to have been heard so far about
Socialization between tearti'erebre seems to be essential not this issue.
only to share feedback, but to also share valines are The same gap in ideoloav mav alsgsewith other ICT
important to different teams, or in other words to bring a latforms whe?epth ro'ectgtyeamg and broiect usermre
consistency in the ethical system within which different team%.ﬁ f ep d This | id proj h f
operate In places like Facebook or Gram Vaathie diversity lfterent from one another This Is evident in the case o

across teams coming from different academic backgrounds a@%ﬂgﬁfg’v‘{ggﬁe é:}ﬁ:jigrghﬁfc?; grg}rgenggﬁnv'iﬁbej;gf
professional experience is actually an asseteing able to gically P ’

look at problems from different perspectives, but mutuafmany usergepresented by the civil society about problems

interaction and discussion is essentialtibize this assé with the_ platform(3, 31} O_ne _side With.fi strong sense of high
modernity seems to believen the utilitarian principle of

The second related aspect to having teams respond baggéater goodwith failure cases regarded as a minor statistical
on a common ethical system is the organizational mandataror, while the other sidgives prominence to the seriousness
itself. A clarity in this mandate, along with socialization andof this statistical error which still represents several million
sharing of feedback between diverse teams, can potentialheople and has allegedly had grave effects suclevas
impose consistay and rigour in followingan ethical system starvation deaths caused due to denial of welfare benefits
for the organizatiomo design and run an ICT projeétt Gram  arising from &chnology or process failurdMedia propaganda
Vaani, eventually this realization of the need to supporand dominant businegwractices, often shaped by the wider
capacity building of users to utilize the platforeiectively, political economy nationally and even globally, further
did leadto changes in thoperations and priorities of various influence the ideologies of the ICT project team members
teams Evidence however points toases wheraleliberate
ambiguity is created among team memberg having a
common organizatiewide view [86]. Internal propaganda
seems to be used to create an impresdimnexampe, for

It is thereforeworth spending soméime to discuss the
political economy of technology, which may help explain such
divergent viewsMost technologies require a large investment
of capital for their development. This includes the setting up of



telecom networks, storage platforms in theudlocomputation are therefore needed to ensure that employee voice is heard and
infrastructure, applications and algorithms to operate on thacted upon. It is interesting that at Facebook, according to
infrastructure, etc. Consequentlysignificant need has to exist news reportseven when an organizational mandate by the
or be created for purchase of the technology. This is done Iraders was shortcoming to handle the problem of
many ways. In the ICT4D context, we saw throughaaalysis misinformation campaignsjt was actually a handful of

of mass media in India that governments, corporate, and tlEmployees who came together and sed tgskforce to address
media were aligned in projecting an optimistic and aspirationahe problem{26]. Mechanismdike co-determination practiced
view about technology in bringing chang®3]. This in Germany[99] which give employees a board seat, can
manufacturesdemocraticconsent for legitimizatiorof even  legitimize such bottomup methods toensure that ethical
thosetechology policies thatan actually be disempowering frameworks arelearly defined and implementeSimilar asks

for many peopleThe stateis thus able to buildbetter tools to  have been put forth to build user associations that can govern
monitor and control the populatiothey are able tqustify for ICT platformsbased orpriorities defined by the usef$00].
political gainthat they are actually bringing positisacial ~ With ICT platforms being used by millions and billions of
change throgh technologyand corporations are able to find a people, yet designed and managed by only a handful of people,
customer for their business In a wider context oéconomic  the need dr such representatias perhaps justifiedoth for
policiesin general we saw through an analysis of mass mediaccountability as well as for democratic reasons.

and parliamentary question hour data that any constituencies
harmed by policy cHoescould make themselves heard only if
their cause was politicizedand even then rational and
informed responses in legislation were not comnid.
Rather the debates would often devolve into political blam
games without a deep introspection and wstdeding of the
details by the law makersThus a clear nexus or mutual
understanding betweetechnologycompanies, the state, and
the mediaabout a case for greater use of capital intensive IC
for development along with suppression of viewsnd
politicization efforts by the civil society about undesirable
outcomes arising from the technology policy chaojdrsids a
technology optimistic outlook amonifCT4D project dsign
teams. This might differ from the views of theersand hide
the complexitiesn realizing positive outcomes from ICTE5].

In summary, we argue that ultimately having an ethical
framework for the governance of ICT projects depends on the
project team members, and their d@bitand inclination to do it
és shaped by aspects such as the organizational structure for
inter-team interactions, clarity in the organizational values,
| political ideologies of the project teams, and power
relationships within the teanThis shows that ICTprojects
hich otherwise appear to be entirely technologically driven,
and increasingly so with Al based automatiane actually
influenceda lot by the organizationatulture and its values
Organizations with a strong culture of communication and
respet for their team members and for usease likely to
design and manage ICT projeatsre responsiblas compared
to organizations that may nbfave suchpracticesalreadyin
place.As ICTs become more and more pervasive, and bring
the promise of scalality and intelligence, the fact that
ultimately responsible outcomes depend on the organizational
culture is a humbling reminder of the importance \&lues
other products that are advertissudigital ICT platforms and  with which organizations are built and run. If an organization is
contribute valuable revenue to the platfornfarthermore, not foundationally strong on thesspects, it is unlikely that
digital platformsseemto have greater advertising efficacy due ICTs can fix thosewveaknesses, rather the weaknessmdd
to their targeting capabilithased on precise user knowledge manifest themselvesven more strongly if the ICTs reinforce
achieve a higher return on investmeri@6], and therefore existing power relationships dhe limitations of the ICTsare
digital ICT platforms and marketing become mutually not well understoodeading to undesirabloutcomes.
reinforcing of one another.This provides the crucial
consumerist fuel foeconomicgrowth, especially for investors
who are lookingto invest their capital imew markets and
opporturties. This capital which is said to be in ovesupply
[97], chases any opportunities that exhilgarly success, 2
irrespective  of any ethical foundations for the

The nonICT4D context operates similarlyMarketing
becomes an ally of the technologympanies, both for creating
a wantfor their technologies among the people, as viell
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Figure2a. To the left are shown
people seeking access to
entittementsAn Aadhaafbased
system is deployed for
authentication. Only successfully
authenticated users can get their
entitlements. People need resource
of knowledge about entitlements, a
know-how to rectify errors such as
spelling mistakes in names or
addressem their Aadhaar
enrollment, to avail entitlements.
Decision functions shown as f(..)
reveal whether knovaow and
knowledge, and eligibility of people
will lead to access.
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Figure2b. In Figure 2a, if somebody
does not have the requisite know
how to engage with the Aadhaar
processes, they can get locked out
from access to their entitlements. In]
Figure 2b we show a scenario

f(entitlement knowledge,
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— without Aadhaar, where community
= members are able to help one anot

acquire the knowledge or follow
through with the processes, ltelp
the community members get acces
to entitlements. Although not shown
here, this also helps build
institutional capability locally in the
community.
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Figure 3aThis shows a simple setup where
anybody can access a given communicatiol
medium tointeract in the group.

Reputation
Figure3b. This shows a setup where access to the communication medium
controlled by the reputatiorsourceof users. The reputation itself is calculate
through feedback by other users about prior submissions made by a user.
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Figure 4aShown here are the
effects of an income support
scheme on people who have
resources oflifferent skill levels
and incomes to start with. With
access to additional income fron
the scheme, people who were
better off at the start are able to
do even better, while others whqg
did not have the required skills
see varying outcome effects.
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Figure 4b This augments the
setup of Figure 2b with a skills
building component which
specifically focuses on people
with less sHi levels. Through
this addiional training, people
are able to do much better in
utilizing the income support
schemeleading to a more
equitable distribution of
resources
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Figure 5a. Discretionary powsg
is a resourcén the hands of
administratorghatcan be usg
to deny entitlements or
grievance redressal to people
This is especially true when
people do not have access to
adequate legal or
administative escalation
channelsora goodknowledge
of therequiredprocesses and
documentationThis often
leads tabribery as aent
seekingmethod by the
administratorgo do the
needful about access to
entitlements

Observation about exercise of discretionary power
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Social and governance norms are imposed to keep discretionary power in check

Figure 5b.The media is an
important institution to imposq
checks and balances on pows
holders. Stories carried in the
media about the illegitimate
exercise of discretionary
power by the administrators,
can put pressure on the legal
system or higher officials to
react and address the rent
seeking problemsThis
feedback function can preven
the discretionary power from
increasing indefinitely or
being eercised
indiscriminately.




Media also keeps the discretionary

Trust, credibility, power of administrators in check Discretionary
influence of media AVAYA et power
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Figure 6.Shown here arthree pathways through which the powergfrticipatory mediglatformis presumed to increase.
Different pathways lead to different types of power as a resdkirsg,to the left is shown thahelarger the audiendhe media
platformhas the mor@nfluenceit would have. Secondowards the middle is shown thdgmonstrating a weflunctioning
editorial function will add tdhe credibility of the mediglatform Third, to the right is shown #t facilitating grievance redressa
as explained earlien Figure 5b, will also add tietrust placed inhe mediglatform Similarly, volunteers who facilitate
grievance redressal on behalf of marginalized communities willgalisosocial credibilityas a resourcd-eedback functions can
thusbe canposed to model these dynamics. For example:
- influence= n u mb e r _ieorhoredhs eumiser of users, greater the influential power of the platfam
- credibility = accur acdidnis. eorrectgdecisiens abbueadceptirm/inejedimgtusersgeniereg
content will lead to greater credibility. Note that there may not be any universal notion of correctness of the deci
rather it may change based on the community priorities of kihdtof content they prefer, and would reflect the degr
to which the medialatformespouses the preferences of the community
- trust += successful_grievance_redressal, ie. with each successful grievance redressal, the trust placed by the ¢
in themediaplatformwill increase
Thesedifferent forms of power will influence the decision function of whether or not the media platform is able to impose
required checks and balances on the administrators. Such a mdeathtp severalkjuestionsuchaswhether all these fornf
media poweare required, whether credibility or trustmodeled better as a linear function or exponentially increasing functi
what is the form of the decision function to bring about actn Reasoning@bout these dynamics can inform the strategies
priorities of the participatory media platform.




