I. INTRODUCTION

Mass media can significantly shape public opinion [1], and the study of different forms of biases in the mass media is an active area of study [2, 3]. In this paper, we focus on the statements made by important people (the power elite - politicians, business leaders, economists, administrators [4]) quoted in the mass media, and demonstrate a computer-based system to identify the ideological slant of these statements. We identify slants in two domains: whether the statements reveal a pro/anti slant towards economic policies, and whether they reveal a technology deterministic/skeptical – technology determinism considers technology to be a solution to all problems in the society; the opposite being technology skepticism [5]. Our contribution also includes providing an open annotated dataset of 3855 pro/anti statements made by the power elite on four economic policies, and 812 statements made by them related to four technology policies, in India. Our system operates in an end-to-end manner, starting with the crawling of news articles from six mainstream English dailies, followed by entity identification of people mentioned in these articles, extraction of statements made by them, classification of these statements into neutral ideologically biased (non-neutral) classes, and identifying the nature of bias (positive/negative and deterministic/skeptical) for the non-neutral statements. We use different machine learning tools at different steps, and in this paper we present a deeper focus on the ideology classification component developed using Recursive Neural Networks (ReNNs). We also briefly present an application of our system to understand the ideological biases of some of the most prominent politicians in India, and six prominent English national newspapers in terms of the coverage they provide to these politicians.

Our work is relevant in the field of social computation to understand ideological biases in mass media, and can augment the research of social media expressions such as on Twitter made by the same entities. For instance, this can reveal insights about whether the mass media editorially introduces biases over what the entities may self-express on social media.

Most studies to examine ideological biases expressed in the media have used sentiment analysis tools that were primarily developed to track product reviews [6]. These tools indicate how much of a positive or negative slant a statement has, but they fall short in capturing the ideological stance. For instance, SentiStrength [7], a popular tool for sentiment analysis, classifies the following statement “Just because it is possible to hack a network does not mean that technology must not be deployed.” with a strong negative sentiment although for our purposes we would like it to be classified as a pro-technology statement. Ideology classification, therefore, requires us to pick up complex linguistic features such as common phrases that are used in the context of different policies, sentence structures, etc. Our ReNN model for ideology detection is intended to capture such features.

Fig. 1: Our proposed Ideology Detection Framework

The end-to-end system developed by us is shown in
figure 1. It consists of three main components: (a) **Data extraction** to obtain statements made by various entities in different newspapers; (b) **Relevance filter** to remove statements that are not relevant to the policies of interest; and (c) **A two-step classifier** which first checks whether a statement has no stance (i.e. neutral), such as a factual statement made by an administrator about a policy, and then for non-neutral statements to check whether they are pro/anti on economic policies, or deterministic/skeptical towards technology policies.

We took care in building the ideology classifier to ensure that it does not classify based on the entity, but rather on what the entity stated. Ruling party politicians who bring in new policies can otherwise be expected to talk positively, while opposition party politicians would speak negatively. We, therefore, blinded out all entity mentions in our dataset to avoid the ReNN learning to classify based on entity related features. We also tested for policy-generalizability of the classifier, by training it on three economic policies and evaluating its performance on the fourth economic policy, and similarly by training it on three technology policies and evaluating the performance on the fourth technology policy, and found it to perform reasonably well.

Finally, when we apply this system on the Indian mass media, we find that the media in general covers pro-policy statements more than anti-policy statements for economic policies, and technology deterministic statements more than skeptical views on technology policies. Our analysis can help build a media monitor, identify networks of support or conflict among the power elite, contrast statements made by them in the social media against their quotations highlighted in the mass media, and other interesting research questions that we plan to examine as part of future work.

II. RELATED WORK

Most work on ideological slant identification in the media has used sentiment analysis tools. These include generic dictionary-based tools like SentiStrength [7] and Vader [8], or specifically adapted for media settings by using partisan tokens [2, 9]. Although such approaches have been used to provide evidence of media bias by showing a correlation between the newspaper-slant and ideology of its readers [2], and showing how the bias affects voting patterns [9], such approaches are known to be coarse. Mullen et al. [10] show that such a traditional dictionary or phrase-based techniques are inadequate for political sentiment analysis. Yan et al. [11] on similar lines show that generalizing across different datasets or policies is also difficult since the concepts may be significantly distinct across different policies.

More recent approaches have used topic models to examine bias in news blogs, articles and speeches [12, 13]. Use of lexicons [14, 15] and accounting for POS (parts of speech) tags [16, 17] have also been applied on social media data. Other approaches use supervised machine learning models [18, 19, 20], Hidden Markov Model (HMM) based models [21], hierarchical topic modeling [22], and deep neural networks [23, 24] which are able to learn more complex nuances of language. Dong et al. [24] use an Adaptive Recursive Neural Network for entity-level Twitter Sentiment analysis where they propagate the sentiment from target-related sentiment words to the entity. However, these coarse-grained approaches may not always work well in stance detection of political by-statements where ideological bias is localised to a small portion in the sentence and hence structure of the sentence has to be taken into account. We build our approach based on the work by Iyyer et al. [23], to detect political ideology at the sentence level, using a Recursive Neural Network (ReNN) based model. We use the same model but take care in separating a neutral/non-neutral classifier from the pro/anti policy classifier, and similarly for technology-related policies. We also use a fine-tuned word2vec model to initialize the embedding layer and do not re-train this layer while training the classifier. Named-entities are removed from the corpus to make the classification output entity-independent.

III. BACKGROUND

We analyse data on four Indian economic and technology policies, for which our goal is to identify statements covered in the mass media by prominent people.

**Economic Policies:** We choose four prominent policy topics - Aadhaar, Demonetisation, GST (Goods and Services Tax), and Farmers’ protests, since they are recent, contentious, and with wide national ramifications [25]. *Aadhaar* is a national identity project that assigns a biometric-based unique identity number to every resident, and is meant to serve as a foundation for authentication and identification of citizens for access to government schemes, banking, health, and other services. The policy has been criticized due to a lack of attention paid to data security and citizens’ privacy, and several issues to do with its faulty and hurried implementation [26]. *Demonetisation* was a disruptive move by the government, where overnight following an announcement by the prime minister, all INR 500 and 1000 currency notes were banned, with a view to curtail black money and counterfeit cash. It was widely criticized for the distress it caused to common people.
people who had to queue up for hours to exchange their old notes for new, and the liquidity disruption in the informal economy (almost all of agriculture, and small and medium scale enterprises) that primarily operates in cash [27]. The Goods and Services Tax (GST) is an indirect tax levied at each step of the value-chain, with a view towards formalizing the economy, and to replace an earlier regime of multiple taxes with a single tax code. GST has also faced a lot of criticism due to tedious compliance procedures, initial problems in its IT systems, and its complexity, which has been especially difficult for small businesses to manage [28]. The final topic of Farmers’ Protests covers agricultural issues in general, specifically marked by a series of massive protests by farmers during 2017-18, in demand of better prices for crops, loan waivers, crop insurance, etc. [29].

**Technology Policies:** We similarly choose four prominent technology policies that emerged recently and are also of wide national importance: Cashless economy [30], Digital India [31], e-Governance [32], and Aadhaar [33]. The push towards a cashless economy envisions that most financial transactions will not be conducted through the exchange of physical currency, but rather through the transfer of digital information between the transacting parties. Digital India is a mission by the Indian government to connect rural areas with high-speed Internet networks. The National e-Governance Plan (NeGP) is an initiative of the government to make all government services available to the citizens of India via electronic media, instead of them having to fill up paper forms. Such a largescale embrace of digitization conveys the perspective of increased efficiency and inclusion of underserved populations in the information age, and has also been supported by Indian companies. However the top-down rollout of such schemes especially in the absence of digital literacy programmes for a population that might be coming online for the first time, has also led to issues like misinformation and rumours, technological failures and access problems that led to unfair denial of government benefits to many deserving citizens, phishing and financial fraud, etc.

**IV. DATA AND SYSTEM**

We obtain the data for the policies described above, from a set of six English national newspapers in India: *The Times of India, Indian Express, The New Indian Express, Telegraph, Deccan Herald* and *Hindustan Times*. We have assembled a daily archive of all news stories by these newspapers, since 2011, as described in a paper by Sen et al. [34]. Daily crawlers download new articles and filter articles for the policies of interest by doing a simple keyword search. The keywords for each policy are listed in the supplementary material [33] and were obtained following an iterative query expansion process until saturation [34]. We obtained 22,302 articles on Demonetisation (Nov 2016 to Oct 2019); 13,908 articles on Aadhaar (2011 to 2019); 22,179 articles on GST (Jan 2011 to Oct 2019); 85,486 articles on Farmers’ Protests (Nov 2016 to Oct 2019); and 23,432 articles (Jan 2014 to Oct 2019) related to technology policies. We then run these articles through a public Named Entity Extraction (NER) service called OpenCalais. This service identifies the places in an article where people, organizations, locations, etc. are mentioned. An entity resolution step then merges the same entities together [34]. We next describe the steps following this point.

**By-Statement Extraction:** We first need to extract the statements made by the person-entities identified in the downloaded corpus of news articles. We do this by building a dependency parse tree using Stanford CoreNLP [35] to obtain the parts-of-speech (POS) tags and the dependency tree of each sentence in which an entity is referred. Some of these sentences may be quoting the person by class, some sentences may mention something about the person about class, and some may simply mention the person other class. In this paper, we only examine the by class statements. Sen et al. [34] have shown that rules based on POS tags and the dependency tree can be used to identify the class to which a statement belongs (by, about, or others). This is done by identifying important relationships between various subject (e.g. ‘nsubj’, ‘csubj’, etc.) and object tags (e.g. ‘dobj’, ‘pobj’). For instance, consider this by-statement: “A sincere attempt will be made to provide water to standing crops of our farmers”, Siddaramaiah said., the entity (Siddaramaiah) is a subject, and the verb said is the main predicate. The dependency ‘nsubj’ (nominal subject) shows the relationship between the main predicate (said) and the subject (Siddaramaiah). If the entity appears as a subject, then it can either be a by or an about statement. Moreover, if the predicate connected by the ‘nsubj’ dependency of the entity has a certain type (like said, claimed, told, etc.), then it can be classified as a by-statement.

**Dataset Annotation & Coding Schema:** We take a subset of the by statements obtained in the previous step, and annotate them manually to build a training and test dataset for the subsequent steps to identify relevant statements, and obtain their ideological classification. We code these statements on economic policies to one of five classes - Non-Relevant, Pro, Anti, No stance, Balanced.
We created a coding schema based on guidelines on qualitative content analysis [36, 37]. For each code, a set of examples and questions were listed for annotators to consider in making their decision. Context information was provided for each statement by giving the previous and next sentence as well. 15 annotators from among colleagues in our research group were first familiarized with our study and the different policies through two training workshops. They were then asked to code 100 statements per policy on an initial version of the coding schema, and point out ambiguities. Based on this feedback, the final coding schema was then prepared, and a new set of 100 statements were coded with 4 annotations per statement by different annotators. Inter-coder reliability (using Cohen’s Kappa statistic [38]) between 0.75-0.79 was obtained for all the topics, which is considered quite reasonable. This final schema was then used by the annotators to code all the 5302 statements. The annotated dataset is described in Table I. Since we identified very few balanced statements, we ignore this class altogether and use the data for the rest of the four classes only. This dataset is likely to be useful to other researchers as well and can be downloaded from our GitHub link [39].

**Relevance Filtering:** While our choice of keywords is able to identify articles relevant to a policy, not all the by statements may be relevant. For example, a statement like “I concede defeat and congratulate Ananth Kumar for his performance in this poll,” Nilekani, the face of UPA’s flagship Aadhaar programme, told PTI, is not relevant to our study about whether it is pro/anti Aadhaar but gets listed because of the presence of the keyword Aadhaar. We, therefore, experimented with several methods for relevance classification, including TF-IDF [40], rules based on dependency parse trees, and machine learning based methods trained on the annotated dataset described above. The results are given in more detail in the supplementary material [33]. Machine learning based methods gave us the best performance, and we finally chose a random forests classifier that gave an F1-score of 0.95, 0.92, 0.98 and 0.92 for economic policies of Aadhaar, Demonetisation, GST and Farmers’ Protests respectively, and 0.80 for Technology policies.

**V. IDEOLOGY DETECTION AND CLASSIFICATION**

In this section, we describe our framework to detect the political ideology of a particular by-statement. The relevant statements obtained in the previous step are first passed to an Ideology Detection classifier which determines whether the statement holds any stance concerning the policy or not, and then to an Ideological Stance classifier (which classifies whether non-neutral statements are in support of the policy or against it). There are two versions of both these classifiers, for economic policies and technology policies, respectively. All four classifiers use the same architecture and training procedure, which we now describe.

**Model:** We use a Recursive Neural Network (ReNN) based architecture inspired by Iyyer et al. [23], as our classification model. Note that the ReNN approach we have adopted is different from a typical Recurrent Neural Network (RNN) as ReNN is more amenable to learning from smaller datasets since it imposes a hierarchical decomposition of sentences into smaller phrases. A generic RNN would need more data to arrive at a similar model. ReNN works on the assumption that the meaning of each phrase would be a combination of the meaning of the words that form it, and the syntax that combines these words together. To break a sentence into phrases, we use the Stanford CoreNLP parser to obtain the parse tree and feed it to the model as an input. Although different phrases in a sentence may also have different ideological stances that combine to reflect the overall ideology portrayed by a sentence, a limitation of our work so far is that we do not annotate each phrase separately, rather we assume that all the constituent phrases would have the same stance as that of the sentence overall. Despite this simplification to not handle the complexity in sentences, we are able to achieve reasonable performance, and also generalizability across policies (section VI).
We use the word2vec embedding Step-2 (ideology classification).

"Digital India" to have a specific meaning in our domain, usually referring is because many words such as "digital" or "smart" fine-tuned using the news articles in our dataset. This not perform as well as when the embeddings have been to initialize the embedding layer of the model. In section \[41\] pre-trained on the Google News corpus \[42\] to initialize the embedding layer of the model. In section VI, we show that pre-trained word2vec embeddings do not perform as well as when the embeddings have been fine-tuned using the news articles in our dataset. This is because many words such as “digital” or “smart” have a specific meaning in our domain, usually referring to “Digital India” or “Smart Cities”, hence fine-tuned embeddings are able to learn these patterns. We build two sets of fine-tuned word2vec embeddings, for economic policies and technology policies, respectively.

When training the ideology models based on these fine-tuned word2vec embeddings, we again have a choice of whether to re-train the embedding layer along with the whole model or to freeze the embedding layer while we train the rest of the model. We choose to do the latter due to the small size of our annotated dataset. This choice is also supported by the results in section VI, which show that the frozen embedding performs better.

**Making classification entity-independent:** We also discovered that the presence of names of entities in the sentences could lead to misclassifications. For example, the statement “PM Modi had announced the note ban on November 8 last year, and the decision destroyed the country’s economy.” is clearly an anti-policy statement but it was misclassified as pro-policy, due to the occurrence of the dominantly pro-policy entity of “prime minister Modi” in the sentence. We, therefore, blind out the entities in our training dataset by replacing all entities with a common token, and as shown in section VI, we find that this results in a better performance. We refer to this final model as **ID-ReNN** (Ideology Detection - Recursive Neural Network). Figure 3 further qualitatively validates our decision of blinding the named entities before fine-tuning. It shows a t-SNE plot of various named entities in the word-embedding space, without blinding. The blue dots represent entities with a dominant pro stance while the red dots represent those with a dominant anti stance. We can see that pro entities mostly belong to the ruling coalition (belonging to the BJP - Bhartiya Janata Party) whereas those against are from the opposition. Moreover, BJP leaders are found to be in close proximity of each other, implying that they get mentioned in similar sentences; same is the case with opposition leaders, who form separate clusters. We also found that words used to support a policy, like “anti-corruption” and “cashless”, have a greater association (measured using cosine-similarity) with BJP entities as compared to opposition entities. These types of dominant entity associations ultimately affect the output of the classifier negatively, and it is better to blind them out so that the classifier just learns to classify based on the sentence structure.

**VI. RESULTS**

Table II gives an overview of our results, in comparison with other models. All the experiments are done by undersampling the majority class or oversampling the minority class, to account for class imbalance, as indicated in the table. The low accuracy of SentiStrength [7] as a baseline is expected as it is not robust to various sentence structures, and hence fails to capture important semantics like sarcasm, negation, indirect words, etc. at the phrase level. We also experiment with several state-of-the-art neural network architectures as a baseline, out of which we obtain our best results with BERT (Bidirectional Encoder Representations from Transformers)
TABLE II: Performance comparison of our model (ID-ReNN) (U: Undersampling, O: Oversampling, Acc: Accuracy)

<table>
<thead>
<tr>
<th>Models</th>
<th>Step-1 (Stance Detection)</th>
<th>Step-2 (Ideology Classification)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Neutral vs Non-Neutral</td>
<td>Pro vs Anti</td>
</tr>
<tr>
<td></td>
<td>U</td>
<td>O</td>
</tr>
<tr>
<td></td>
<td>Acc% (F1)</td>
<td>Acc% (F1)</td>
</tr>
<tr>
<td></td>
<td>Economic</td>
<td>Technology</td>
</tr>
<tr>
<td>SentiStrength</td>
<td>43.5 (0.42)</td>
<td>42.1 (0.38)</td>
</tr>
<tr>
<td>Iyyer et al</td>
<td>61.5 (0.63)</td>
<td>73.0 (0.73)</td>
</tr>
<tr>
<td>Fine-tuned BERT</td>
<td>66.1 (0.61)</td>
<td>81.0 (0.60)</td>
</tr>
<tr>
<td>ID-ReNN</td>
<td>78.1 (0.75)</td>
<td>84.6 (0.80)</td>
</tr>
</tbody>
</table>

Our model (referred to as ID-ReNN) is evaluated under different settings: (a) ID-ReNN-G: Use of generic word2vec embeddings based on Google News Corpus, (b) ID-ReNN-FT: word2vec embeddings fine-tuned on a collection of news articles from our corpus on economic and technology policies, and (c) ID-ReNN-FT-N: Fine-tuned embeddings obtained using our corpus and replacing the Person and Organization type entities with a common blinding token. In addition to experimenting with the different types of embeddings, we also experiment with training the model by allowing the input layer weights to re-train (represented by suffix (T) to the model name), or by keeping them frozen (represented by suffix (F) to the model name). The performance of our model with these different variations is shown in table III. The best performance was obtained by using ID-ReNN-FT-N(F) as explained earlier.

TABLE III: Model performance in different settings

<table>
<thead>
<tr>
<th>Model</th>
<th>Economic Accuracy</th>
<th>Technology Accuracy</th>
<th>F1</th>
<th>F1</th>
</tr>
</thead>
<tbody>
<tr>
<td>ID-ReNN-G(F)</td>
<td>69.8%</td>
<td>80.2%</td>
<td>0.76</td>
<td>0.81</td>
</tr>
<tr>
<td>ID-ReNN-G(T)</td>
<td>65.8%</td>
<td>76.2%</td>
<td>0.70</td>
<td>0.76</td>
</tr>
<tr>
<td>ID-ReNN-FT(F)</td>
<td>71.6%</td>
<td>82.8%</td>
<td>0.78</td>
<td>0.71</td>
</tr>
<tr>
<td>ID-ReNN-FT(T)</td>
<td>67.7%</td>
<td>78.4%</td>
<td>0.71</td>
<td>0.69</td>
</tr>
<tr>
<td>ID-ReNN-FT-N(F)</td>
<td>80.1%</td>
<td>90.7%</td>
<td>0.81</td>
<td>0.93</td>
</tr>
<tr>
<td>ID-ReNN-FT-N(T)</td>
<td>73.7%</td>
<td>85.6%</td>
<td>0.76</td>
<td>0.88</td>
</tr>
</tbody>
</table>

To investigate the generalizability of the ideology classifier for economic policies, we trained our model on three policies and tested on the fourth policy. We achieved a test performance (on the unseen policy) of 74.8% (F1-0.78) for Aadhaar, 70.7% (F1-0.72) for Demonetisation, 76.2% (F1-0.82) for GST and 65.8% (F1-0.72) for Farmers’ Protests, after training on the other three policies in each case. Our model seems to perform reasonably well, other than for Farmers’ Protests, which may be because this particular policy topic is indeed significantly different from the other topics. For the technology classifier, we achieved a test performance of 89.0% (F1-0.81) for Aadhaar, 82.3% (F1-0.75) for Cashless Payments, 84.6% (F1-0.77) for Digital India, and 88.1% (F1-0.70) for E-Governance.

VII. ANALYZING IDEOLOGICAL BIASES

The proposed system can have various applications related to ideological bias analysis. We answer two research questions in this direction: (a) Which people are the most supportive or critical of the economic and technology policies on mass media, and (b) Do newspapers display a dominant ideological slant based on their coverage of statements by important people. Our work is related to the work by Sen et al. [34], which analyzes biases in the Indian media based on the coverage given to different aspects of a policy. Here, we examine bias based on the ideological slant of statements covered by mass media. This builds upon works such as that by Budak et al. [18] who use manually annotated articles in the US media, and show that a common strategy for newspapers to introduce negative bias against somebody is by giving greater coverage to critical or negative statements made by the opposition. We study two sets of policies w.r.t. these questions, namely economic and technology policies.

Economic Policies:

*Ideological Position of Entities:* To estimate the ideological position of an entity, we obtain the counts of Pro and Anti statements made by that entity. The ideological position of the top 10 entities is shown in figure 4a and 4b. We find prominent politicians from the ruling Bharatiya Janta Party (BJP) (such as the prime minister Narendra Modi and the late finance minister Arun Jaitley), and the opposition parties (such as Rahul Gandhi from the Indian National Congress and Mamata Banerjee from the Trinamool Congress) among the top entities. As expected, the ruling politicians mostly make pro-policy statements, whereas the opposition makes anti-
policy statements. We use chi-square tests to check this relationship between the party affiliation of entities and their stance and find statistically significant dependence of BJP entities with pro and Non-BJP entities with anti.

**Ideological Slant of Mass Media:** Table IV shows the pro/anti distribution of statements covered by different mass media sources. We see that across all sources, the proportion of pro-policy statements significantly exceeds that of anti-policy statements. On examining the sentiment slant of the corresponding articles (table V) using SentiStrength\(^1\), we find that all of the media houses report quite negatively on economic policies (sentiment slant below -1), by heavily quoting politicians who support them in their articles (as evident from figure 4), and countering their claims simultaneously. We plan to study this strategy of criticism in detail in the future.

**Technology Policies:**

**Ideological Position of Entities:** For technology policies, we again find that the ruling politicians are quoted for their favourable views on the policies, whereas the opposition is quoted for expressing skepticism. The findings are also in agreement with earlier studies \([44, 45]\) which show a technology deterministic ideology prevalent among policymakers.

**Ideological Slant of Mass Media:** We find that the mass media gives substantial coverage to statements in favour of the technology policies (table IV). An article-level sentiment analysis reveals a dominant tech-deterministic coverage in most media houses (as shown in table V) as corroborated by [34]. It seems to suggest that not only do most media houses cover technology policies positively,

\(^1\)Based on a manual analysis of 200 articles (class balanced) for each economic policy by three annotators, the accuracy of SentiStrength was found to be in the range of [75%,80%]

**TABLE IV:** Pro/Anti statement classification distribution in media. T-tests prove the hypothesis that the newspaper sources give significantly more coverage to pro-statements by entities. (Det: Deterministic)

<table>
<thead>
<tr>
<th>Newspaper Source</th>
<th>Economic (%)</th>
<th>Technology (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Pro</td>
<td>Anti</td>
</tr>
<tr>
<td>Deccan Herald</td>
<td>73.6</td>
<td>26.4</td>
</tr>
<tr>
<td>Hindustan Times</td>
<td>70.6</td>
<td>29.4</td>
</tr>
<tr>
<td>Indian Express</td>
<td>74.5</td>
<td>25.5</td>
</tr>
<tr>
<td>New Indian Express</td>
<td>68.1</td>
<td>31.9</td>
</tr>
<tr>
<td>The Times of India</td>
<td>68.2</td>
<td>31.8</td>
</tr>
<tr>
<td>Telegraph</td>
<td>70.0</td>
<td>30.0</td>
</tr>
</tbody>
</table>

**TABLE V:** Article level sentiment analysis done using SentiStrength for 1000 randomly sampled articles per policy for each newspaper. Columns denote the percentage of highly negative articles (those with sentiment values below -1 in the range of -5 to +5.)

<table>
<thead>
<tr>
<th>Newspaper Source</th>
<th>Economic</th>
<th>Technology</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>% Anti Articles</td>
<td>% Skeptic Articles</td>
</tr>
<tr>
<td>Deccan Herald</td>
<td>56.67</td>
<td>34.00</td>
</tr>
<tr>
<td>Hindustan Times</td>
<td>80.08</td>
<td>59.21</td>
</tr>
<tr>
<td>Indian Express</td>
<td>80.26</td>
<td>57.81</td>
</tr>
<tr>
<td>New Indian Express</td>
<td>64.63</td>
<td>39.85</td>
</tr>
<tr>
<td>The Times of India</td>
<td>54.87</td>
<td>34.64</td>
</tr>
<tr>
<td>Telegraph</td>
<td>64.81</td>
<td>43.75</td>
</tr>
</tbody>
</table>

but they also provide more attention to the politicians having a tech-deterministic standpoint, thereby supporting the technology determinism that is already prevalent in the government, and among the business-persons. These findings are also corroborated by earlier works [34, 46], where Thrall et al. [46] show preferential coverage of interest groups having more resources.

**VIII. CONCLUSION**

We demonstrated a framework to study ideological biases based on the coverage given by the newspapers...
to statements made by prominent people. We use a Recursive Neural Network based model to classify the statements into three classes of pro-policy, anti-policy, and neutral ideologies, for economic and technology policies. Our findings indicate that the Indian news-sources generally cover pro-policy statements much more than those criticizing them, and takes a tech-deterministic standpoint on technology policies. The end-to-end system developed by us can serve to answer interesting research questions in future to compare social media self-expression by prominent people with the coverage provided to these statements selectively by the mass media.
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