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Problem Statement

In supervised learning settings, a set of training data is used to build a classification model. In many scenarios, training data is not readily available. Typically, creation of a training set requires labeling of several instances. Therefore, creating a training set is time consuming and requires huge manual efforts. To overcome this difficulty, active learning can be employed. Active learning is an interactive setting in which a user has a few labeled instances and a huge corpus of unlabelled instances at his disposal. A classification model is built using the few training instances. The system then can choose an instance from the unlabelled set for labeling it. The newly labeled instances can be used for updating the classification model successively. The core of an active learning system is the instance selection for the labeling process.
In this project, we plan to use the concept of active learning with support vector machine (SVM) for the classification task. Techniques for instance selection have been proposed in the past for classification using support vector machines. However, there is no interactive system that can be used for this purpose. In this project, we plan to study the proposed methodologies and then build a prototype of an interactive text classification system. We would further explore some improved techniques for instance selection.
What data will be used?
We can use any of the standard data set for text classification such as WebKB, 20 news groups for this task. We can also use Yahoo! or Dmoz directory as our test bed. 
As an alternative application, this tool could also be used for spam detection. In this case, we can use personal emails for the test purpose.
