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CSL 705: Theory of Computation

II semester 2011-12
Sat 24 Mar 2012 14:30-15:30 IT Minor WS-213 Max Marks 40

1. Please answer in the space provided on the question paper. The other sheets are only for rough work and
will not be collected.

2. You may use any paper-based material including your class notes and any other text books.

3. You are not allowed to share reference material or rough pages during the exam.

4. You are not allowed to bring into the exam hall any electronic gadgets such as computers, mobile phones
or calculators.

5. Please keep your identity card with you. You may be asked for it at any time for verification.

1. (8 marks) Prove that for every NPDA N = (Q, X, T, A, qo, L, F) such that X N T # § there exists an
equivalent NPDA N’ =(Q, 3, TV, A, qo, L, F) such that X NT' = ()

Solution. Let TV =T U{4; | 4, €T UX,a; € ENT} Let h:T' — I be a 1-1 correspondence such that
h(a;) = A; whenever a; € IV —T and h(B) = B for all B € T'. h may be extended point-wise to strings in
[ie. h(e) =¢ and for each f =0b.8 € I'", h(B) = h(b).h(B'). Define A’ such that ((q,a, B), (¢, 3)) € A
iff ((q,a,h(B)),(¢,h(B))) € A’. Further it follows that (q,z,«) is a configuration of N iff (¢, z,h(«))
is a configuration of N’ and (p,ay, AB) —n (q,y,a.8) iff (p,ay, h(AB)) — N+ (¢,y, h(a).h(3)). Hence
L(N) = L(N') by any of the acceptance criteria and X N T = ().
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2. (16 marks) Let ¥ = {a, b, c}. For each of the following languages determine whether it is context-free and
if so whether it is a deterministic context-free language and give a proof of your answer as justification.
(a) Ly = {a™b™PcP | m,p >0}
(b) Lo={2x | x € L€ ¥Fx}
(¢) Ls={a™b"c | n>m+p+2,m,n,p>0}
(d) Lg = {a™bl™/? | m >0}

Solution.

(a) It is easy to see that Ly = Lgp.Ly. where for any two distinct letters =,y € X, Ly, = {z"y" |
n > 0} and since the context-free languages are closed under concatenation, L; is a context-free
language over ¥ = {a,b,c}. Further each L,, is deterministic and deterministic CFLs are closed
under concatenation. The DPDA for L; is Pape = (Qabe, 25 Labes Oabes Qabeos {daber ) Where Qupe =
{QabCO>Qabcua Gabey, s dabe, s qach}7 I'= {J—a A, B} and 6abc is defined as

(qabco7 g, J—) = <Qach 5 5) 5 6(qabcoz a, L) = (qabca 5 AJ—) 3 6(qab00 5 b7 J—) = (qabcba BJ—);
6(qabca , A) = (Qabca 5 AA) 5 6(Qabca 5 ba A) = (Q(zbcw 5) 3 5(Qabcba b7 A) = (Q(zbcw 5)7
5(Qabcb7 b, J—) = (Qabcb , BJ—) ) 5(Qabcb7 b, B) = (Qabcbv BB) ) 5(Qabcb7 & B) = (Qabcca 5)7
5(QabccagaJ—) = (Qachag)

We could have designed the automaton with a single state too.

One may use the pumping lemma to prove that Ly is not context-free. For any m > 0 choose any
w € L such that |w| > m and z = ww. For any decomposition of z = ww = tuvyz such that |uy| > 0,
it is clear that tuvy < w and 2 = 2’w for some 2’. Then for all k # 1 clearly z, = tufvy*z & L.

L3 is a deterministic context-free language as defined by the following DPDA

P3 = <{q0a q1, 492, qF}7 {a7 b’ C}a {J—7A7 B}a 63,Q0, {(IF}>

Notice that {b™ | n > 2} is a subset of Ls. We use the states ¢; and g2 to verify the predicate “at
least 2 occurrences of b over and above the numbers of aa and ¢s”.

6((]075 J—) = (QF,E) ’ 5((]030/ J—) = (q07AJ—) ) 5((]0,0,714) = (QO7AA)7
6(qo,0,A) = (qo,e) , 0(qo,b,L) = (q.BL) , d(qo,b,B) (90, BB),
(q ) = (quE) ) (qo ) = (ql’ ) ) 6(Q155’B) (q2’8)3
(Q27€ B) = (q.¢) (Q2,€ 1) = (qr;e).

(d) Tt is clear that for all m > 0, m = 2|m/2| + m%2. The following DPDA accepts the language. Let
P4 = <{q0a q1, QF}a {a’a b}a {J—7 B}; 54a q0, {qF}> where
54(q07€7J-) = (qug) ) 54(q0,a,J_) = (qla J—) ) 64((]1,&, J—) = (QO7BJ—)
64((]07@)3) = (qlvB) ) 54((]1’073) = (qlaBB) y 64(q07baB) = (q07€)
54(61171773) = (q07<€)'



Name:

Entry: 3

3. (8 marks) Prove that the intersection of a regular language and a context-free language over the same
alphabet is context-free.

Solution.

Case ¢ ¢ RN C. Let R,C C ¥* be regular and context-free languages respectively. Let D = (Q, %, 0, qo, F)

be a DFA such that £(D) = R — {e} and let G = (V, X, S, P) be a positive context-free grammar
with £(G) = C — {e}. For any pair of states p,q € Q and a € X, let a?? be a new state and let
G = (Vgrne, 2, Srno, Prnc) be anew grammar with Vene = {Srac}U{X?? | p,q € @, X € VUX}.
Define Prnc = {Srnc — S}U{XP4 — XP X2 X" | X — X1 Xp--- X, € PYU {a?! —
a | a€ X, 6p,a) =q} Then Grne is a positive CFG. It is easy to see that L(Grnc) = RNC
because for each € # u = a;...a, € RNC, we have S =¢ v and for some sequence qo,...¢gm
where ¢, € F, 6*(qo,u) = ¢m. This implies there exists a derivation Spnc =5, X©™ =5,
afo . afy =Gpne 01---am = u. This proves that RN C C L(Gpnc). We may then prove
that for each XP? € Vrno, XP4 :*Gm u € ¥* implies there exists a derivation X =¢ v in G and
0*(p,u) = ¢ in D.

C

Case ¢ € RN C. Then we have ¢y € F' and Grn¢c may be modified to include a new start symbol ST

and new rules Sh~~ — €[Srnc-



Name:

Entry: 4

4. (8 marks) Let G = (V,I, S, P) be a context-free grammar in Chomsky Normal Form (CNF), with
P = NUT where N is the set of nonterminal productions of the form A — BC with A,B,C € V and T
is the set of terminal productions of the form A — a with A €V and a € T".

For each production m € N assume a new unique pair of bracketing symbols “[;” and “|;”. Let II be the
set of all such bracketing symbols such that IINT = . Let Gg = (V,T'UIIL, S, Ps) be the grammar with
Ns={A—=[;B].C | n=A— BC&N}and Ps = NgUT.

Prove that there exists a deterministic push-down automaton that accepts the language £(Gs).

Solution. We perform the following steps.

(a)
(b)

(c)

We transform the grammar Gg into an equivalent grammar G’y in Greibach normal form (GNF)

Using the theorem that for every grammar G in GNF, there is a NPDA N’ which accepts the language
generated by G we construct the NPDA N¢ which accepts £(G%) = L(Gs).

We prove that N§ is actually deterministic.

Since G is in CNF, € ¢ L(Gg) and there are no € rules in G and hence G is positive. From this
it follows by construction that Gg is also positive and has no € rules. We transform each of the
productions in Ng as follows. For each rule A — [, B],C € Pg, let K, be a new non-terminal symbol
and let N§ and T¢ be defined as

Né’ = {A%[TI'BKﬂ'O | A—>[7|—B]7TCEP5}
T = TU{K,—]s | 7€ P}

Let P, = Ny UT' and Gy = (VU{K, | me P},TUIL S, P§). Then by the factoring theorem
L(G'y) = L(Gg). Further G’ is in GNF.

There exists a NPDA N’ = ({qo},T UII, A, qo, ®) where
((q0,a,A),(qo,)) € A iff A — ac € P§ (1)

such that Lg(N') = L(GY) = L(Gs).

Assume A in is not deterministic. Then there exist two distinct transitions

(90, @, A), (90, @), (90, @, A), (90, B)) € A such that o # S.

Case a = ¢ # 3. Then by (l)) A — aand A — [ BK,C are two productions in G’. But this implies
a = [, which is impossible since there is no rule of the form A — [, in G%.

Case a # ¢ = . Similar to the previous case.

Case a # ¢ # . This implies for two distinct 7, 7’ € P we have A — [ BK;C and A — [ B K C’
which is again impossible since it implies a = [;# [= a. Hence N’ is deterministic.



